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Fig. 2. Overview ofaPET model.

each of which includes the �elds of SP ID, the trustworthiness
value, and the ripple level number (the ripple level number is
explained in Section II-B). For every neighbor, two local data
structures, namely, rating queue and history table, are used to
store the rating and interact-derived information, respectively.
To meet the demand ofRe.1which requires the trust model to
be adaptive as the change of the environment, the other global
data structure, environment alert queue, is employed to sense
the quality of the environment. Neighbor list, rating queue,
history table, and environment alert queue are all �rst in �rst
out queues. Their sizes are denoted asSN , SR , SH , andSE ,
respectively. As described inObservation 2, it is not worth
paying so much energy in the rating aggregation algorithm
design considering overall effects of both the performance and
implementation cost [10]. InaPET, the simple average scheme
is used to aggregate the ratings. The ratingr i is thei th element
in the rating queue, which can be either 0 (bad) or 1 (good).
The interaction-derived informationI can be obtained from the
feedbacks of agents or the self-observation of SP. SinceI stands
for the reliable information, it deserves more weight when the
environment is turning worse.

The adaptiveness ofaPET mainly embodies in its capability
to self-adjust the weightW and the size of the neighbor list
SN according to the severity of the environment (based on
Observation 3). We introduce the environment-aware factor�
to guide the adaptiveness. The environment alert queue is used
to sense the surrounding environment changes. It records the
quality of the most recent services from collaborators. Thei th
elementbi in this queue can be either 0 (good service) or 1 (bad
service).� is de�ned as the proportion of bad services in the
most recent interval, i.e.,

�
bi /S E . A large � indicates that

the environment is bad (the current neighbors provide many
bad services). There are two reasons why bad neighbors are
selected: 1) the neighbors are turning worse and 2) the received
ratings are wrong so that the SP is misled during the neighbor
selection. IncreasingSN is helpful to solve the problem when
the neighbors turn bad, because the larger the neighbor list
is, the higher probability to have a good SP in the neighbor
set will be. However, increasing the size of neighbor list can
incur signi�cant storage cost (each additional element in the
neighbor list will lead to the installment of one rating queue
and one history table). Moreover, it can bring more network

traf�cs when the number of objects to be rated increase. We
de�ne a severe threshold� . When� > � , the environment is
thought to be severe so that the new size of the neighbor set
Snew

N will be enlarged to(1 + � ) � Sold
N . When� = � , which

means that the healthiness of the environment is moderate,
the neighbor list keeps the same size as before. When the
environment turns good, implied by� < � , the neighbor list
will be shrunk toMin (Sold

N Š 1, SInit ) to reduce the cost of
storage and traf�c, whereSInit is the initial size of the neighbor
list. For the problem (2), decreasing the weight of rating is
useful to inhibit the negative effect of bad ratings. When� � � ,
the weightW is set to a �xed low value� , which is the weight
of the rating. Simulation results in [10], [11] suggest that if�
is set to a value between 0.2 and 0.3, the negative effect of the
rating can be greatly inhibited with the acceptable degree of
ef�ciency sacri�ce. If � < � , the environment is healthy, and
thenW is adjusted according to the quantity of the interaction-
derived information. In this case,W is de�ned as the temporal
injection degree, i.e., the ratio of the number of collaborations
h to the size of the history tableSH in a speci�c time.

III. TRECON FRAMEWORK AND POLICIES

The TRECON framework combines trust inference and a
market-based approach to introduce ef�ciency, incentives, and
pro�ts to the Internet routing.aPET is the underlying trust
inference infrastructure of the TRECON framework, on top
of which an economic component is introduced. In addition,
to apply TRECON framework in ISP peering, we introduce a
cluster approach to make the whole ISP network can be travel
sequentially in the high level.

A. Simple Economic Model

As mentioned in Section II, with the help ofaPET, each
SP builds its own personalized trust map for its neighbor SPs.
Based on the trust map, each SP can pick up the good-quality
neighbor as the next hop. It increases the possibility to construct
a good route and improves the success rate of routing. To
support the economic phenomenon in the Internet routing, we
build a simple economic model based onaPET. The economic
model decides the payment(Pa) when one SP asks helps from
its neighbors to forward the packets. There are two principles
to �x the payment of a forwarding service. First, the neighbors,
who have large traf�c volume, may raise the price(Pr ) of
the service, because the large traf�c volume may imply that
the forwarders are providing good quality services; second, the
requester with a higher trustworthiness value should pay less
than those with low trustworthiness values, because the former
must provide good forwarding services to the forwarder before
so that it has higher trustworthiness values in the eyes of the for-
warder. These two principles are mathematically described in

Pr = min
�

�Pr ,
Ct

Cl

�
(1)

Pa = min
�

�Pa,
Pr

T̄

�
(2)

where �Pr and �Pa are the upper bound of price and payment,
respectively;Ct andCl stand for the total capacity and the re-
maining capacity of a next-hop SP; andT̄ is the trustworthiness
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the combination instead of Pai. Let C = { Ci|i � N } ,
and then the selection function is defined as � � i, i �
N � Ci = min(C), i.e., the neighbor with the highest
combination value is selected.

5) Shortest Path (SPA): In the literature about routing al-
gorithms, finding out the route with the shortest path is
a very attractive goal. Some important Internet routing
designs like OSPF choose the shortest path-based routing
as the routing policy. Using this policy as the baseline
to compare the performance is persuasive. This policy,
simply denoted as SPA, is defined as � � i, i � N � i �
�vs,vd

, where �vs,vd
stands for the node set in the shortest

path from sender vs to destination vd.

Different SPs can have different policies. To express the
routing preference in the four trust-related policies, each SP
only needs to send the preference parameters like wp and ws
together with its request. SPs in the middle of the route will
choose the next hop based on these preference parameters from
the original sender. Having this flexible policy support, we set
up a design point between the hot potato routing and the cold
potato routing [4] which allows users to enforce some controls
in the routing procedure.

C. ISP Network Clustering

There are some topology restrictions when apply TRECON
in the Internet routing to avoid routing loop and keep the routing
table small. Path-vector routing is used in border gateway pro-
tocol (BGP) [12], which can avoid loops in routing. However,
it also causes a severe problem that the routing table becomes
oversized. Building a hybrid routing structure like hybrid link-
state path-vector (HLP) [13] is promising to combine the ad-
vantages of both path-vector and link-based routing. Different
with the hierarchical structure used in HLP, our basic idea to
solve this emerging problem is to build the cluster routing
structure to change the granularity of routes and extract the
stable route within the network. Then, the routing is separated
into two parts, intercluster routing and intracluster routing.
The intercluster routing is path-vector based, and globally fixed
after the clusters have been formed. All ISPs need to store
this global intercluster routing table. Since the routing unit is
based on clusters, the intercluster routing table can be much
smaller than the routing table in BGP if the ISP number in the
cluster is control to be larger than a large enough threshold.
For the intracluster routing, each ISP locally decides the next
hop within one cluster mainly based on the trustworthiness
of the neighbors. Since the routing decision is not globally
visible, the routing failure and update then can be limited to
one cluster. Therefore, under the cluster structure, the routing
has good isolation and fault tolerance properties in addition
to avoid routing loop. Comparing to the traditional BGP, our
cluster structure is more scalable because each ISP just needs
to store a small part of information, including the small global
intercluster routing table and the trustworthiness information
about its neighbors (neighbors means the ISPs connected with
physical connections.). There are multiple clustering choices
can be used in TRECON. The basic requirement for clustering
is to build an acyclic tree in the high level. In this paper, we
will take the linear topology, the most simple acyclic tree,
as example to introduce the concepts and algorithms. The

clustering approach can be applied in any acyclic tree based
on the linear clustering with some extensions, which will not
be presented in this paper.

Some Notations: Before describing our algorithm, we need
to explain several definitions. We assume that the whole graph
is a connected undirected graph. If the graph is not connected,
we can just apply the algorithm to each connected subgraph.

Definition 1: A cluster is a nonempty connected subgraph
(V�, E�) of graph G = (V, E).

Definition 2: Suppose there is an algorithm A which can find
out k clusters within graph G = (V, E). Gi = (V �

i , E
�
i) is the

ith cluster, where i � k, |V �
i | � 1, and |E �

i| � 0. If ({ Gi} , E Š⋃
E �

i) is a acyclic tree (a line in current approach), graph G
is called clusterable, ({ Gi} , E Š

⋃
E �

i) is called one cluster
choice of graph G, and A is called the clustering algorithm.

Definition 3: Let ({ Gi} , E Š
⋃

E �
i) be one cluster choice

of graph G. Then, ({ Gi} , E Š
⋃

E �
i) is called the High Level

Cluster Graph of G. We simply denote it as HLCG(G). (E Š⋃
E �

i) is called the bridge set and denoted as EB . For the nodes
connected by the edges in (E Š

⋃
E �

i), we call each of them
as the entry of the cluster, and they consist of the cluster entry
set VE .

The clusterable graph has several unique advantages in the
routing design.

1) In HLCG(G) (linear), the number of next hops is unique
and unidirectional.

2) If the topology of each cluster and HLCG(G) are saved,
the whole graph (routing information) can be easily re-
built after the network suffers the large scale attack.

3) One cluster can be reclustered when its size is larger than
a threshold, so clusterable graph is scalable and extensi-
ble. The value of the threshold can be fixed according to
the demanding of network design and the network scale,
which regulates the size of HLCG(G) and the cluster,
respectively.

1) Clustering Approach: For one graph G, there may be
different cluster choices. Finding an optimal (each cluster has
equal number of ISPs) clustering algorithm is difficult or some-
times impossible. However, the goal of cluster does not focus
on the clustering optimization (will be explored in the future
work), but find out an applicable scheme to build a small size
HLCG(G), and each of the cluster is not overlarge. Therefore,
the approximation approach is acceptable. Our algorithm is
such an algorithm which builds on top of the assumption that
the graph is connected. For the clusterable and connected graph,
we propose a clustering algorithm, as shown in Fig. 3, to find
out the clusters. The algorithm proposed is applied to the case
where HLCG(G) is a path. If HLCG(G) is a circle, the circle
has to be broken first by removing any one of the bridges. The
general idea for the Cluster function is to find the bridge set
EB and the entry set VE first, then using the entry point as the
segment point of the cluster to build the cluster, and finally the
function returns the cluster set C and bridge set EB . After we
get the clusters, all nodes in the graph need to store HLCG(G)
as the intercluster routing. Combining the intracluster routing
information introduced in Section II, the routing can be di-
rected correctly. The advantage of the clustering approach is
to distribute the enormous global information over all nodes,
so that each node just needs to carry a very small part of
the total information (a small interrouting table and a small
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Fig. 3. Cluster function.

intrarouting table), and the global information can be precisely
reconstructed. For the disconnected graph, we can apply our
clustering algorithm to each connected component.

The clustering algorithm is used in the bootstrap stage of
the cluster construction. Clusters form the backbone of network
and tend not to change. The newly joining nodes are assigned
to available clusters. If a cluster becomes oversized, and this
cluster is clusterable, two policies could be used to adjust the
backbone. If reducing the workload of update is preferred, the
oversized cluster can still stay as a cluster in the backbone, but
within which two embedded subclusters will be generated (the
cluster level increases by one). In this case, only the nodes in
the oversized clusters need to add the intersubcluster routing
information, and this update is invisible to the nodes in other
clusters. If the balance of the backbone structure is preferred,
the level number of subcluster needs to be limited. In this case,
the oversized cluster can be split into two new clusters which
are connected by a bridge if this cluster is clusterable. Although
all nodes need to update HLCG(G), there are only two places
to be updated: First, replacing the oversized cluster Gi with
two new small clusters Gi1 and Gi2, and second, adding a new
bridge E12 (the edge connects Gi1 and Gi2) to the bridge set E.

In the ISP peering, the topology of ISP network has to be
discovered first to make use of our clustering algorithm. In the
simulation, the ISP topology used is supposed to be the physical
geographic location. A few Internet mapping projects have
used such tools to incorporate some notions of the geographic
location in their maps, such as the Mercator Project [14] and
the Internet Mapping Project [15]. These tools can be used to
discover the ISP network topology.

ISP clustering can be combined with the autonomy from the
point of organizations, politics, and geography. For example,
all ISPs in one country is put in one cluster. Therefore, our
algorithm is compatible with most of current ISP deployment
requirements and can be incrementally deployed right now.
Since the clustering algorithm only needs to be executed at the
bootstrap stage of the system, it is acceptable to assume that
the algorithm runs in a central node; then the result is broadcast
to the other nodes, which is similar to the mechanism used by
domain name system.

2) Nonclusterable Network: Not all graphs are clusterable,
particularly for the graph with high connection degree and no
bridges. In this case, we can try to find out the substructures
which are clusterable and apply the Cluster function in Fig. 3
to form the cluster for those substructures. These substructures
are embedded in the graph and will be considered as a single
node for the upper level. The upper level nodes only need to
know which cluster for the destination node resides, but do
not care about complicated connections or embedded structures
of the destination cluster. It means that the connection in the
cluster is transparent for the upper level node. Then, a global
map is built and stored in each node. If the size of one cluster
is large, we can also use the clustering algorithm to make
the second level cluster if the oversized cluster is clusterable,
until the cluster size is satisfied. Then, the hierarchical cluster
structure forms. For the hierarchical cluster structure, there is
not too much difference for the implementation but just changes
the routing table to reflect the hierarchical structure. Hence,
in this paper, we consider only the flat cluster architecture.
Since the size of cluster is limited, each ISP just needs to
record limited path vectors within one cluster. For the routing
table of the intercluster routing, its size is expected to increase
slowly because the number of clusters increases far less than
the number of ISPs. It is worth noting the worst case where the
whole network degrades to just one cluster. In that case, the path
selection will just consider the trust and location information.
However, we may try to carefully remove some nonbridge
links within the whole ISP network so to make it clusterable.
Removal of different links can lead to cluster topology with
performance variation. How to select the links to be removed
and find optimal structure is a challenging problem, which
will be explored in the future work. Another choice for the
unclusterable networks is resorting to mechanisms resembling
those of BGP to accommodate them.

IV. EXPERIMENTAL METHODOLOGY

To show the efficiency of TRECON, we use simulation to
compare the performance of four trust-related policies with the
SPA in terms of delay, success delivery rate, and economic
effects. Although SPA cannot be really implemented in the
Internet, we still choose SPA as the baseline because the com-
parison with SPA is more persuasive and measurable. In the
simulation, we calculate the real optimal shortest path based
on the path length offline, so SPA is expected to have better
performance than the real BGP. Building a general simulator to
evaluate different policies of Internet routing is one of our con-
tributions in this paper. To our best knowledge, most of state-
of-the-art simulators for Internet routing focus on the routing
[13], [16], [17], and few work has been done on the economic
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effects in the Internet routing. Our simulator distinguishes itself
from other simulators in considering both routing policies and
economic effects. Since in our previous work [9], [10], we have
extensively studied the effects of malicious peers, and in the real
SP routing case, most of SPs are selfish but not malicious, we
will not extend our discussion about malicious SPs in this paper.

A. Topology Generation

We build our simulation platform using NetLogo [5], a very
popular multiagent simulation tool in the artificial intelligence
community which can easily model parallel and independent
agents, to simulate interactions among SPs. With NetLogo, we
have developed a friendly GUI-based user interface to control
the simulation, through which we can easily tune different
parameters to set up different configurations.

Until now, Internet topology generation is still a hard and
unsolved topic. There are some available research results from
Internet mapping projects like [14] and [15]. We are not going
to attack this open problem in this paper. Instead, we generate
a clusterable topology with some manual link removal and
build the cluster with approach described in Section III-C in
the simulation. We simulate the real network mainly from
two angles.

1) Links: Each SP is connected with links (or edges). If the
qualities of the links are bad, the performance of Internet
routing degrades. Delay, reliability, and bandwidth of the
link are three parameters to evaluate the quality of the
link. Regarding the delay of links, in the simulation, we
make it proportion to its physical length. To simulate
the link reliability (	 l), in the simulation, each link
is assigned with a value in range [0, 1] as the link
reliability. Each time a packet passes through the link with
probability 	 l. The link reliability can also represent the
comprehensive effect of packet loss because of not only
link quality, but also other factors like traffic jam due to
the shortage of link bandwidth and processing capacity
of SP routers. The negative effects of the shortage of link
bandwidth can be the delay or fail of the packet delivery.
In the simulator design, we do not specifically assign a
bandwidth to each link, but spread its negative effects to
the delay of SP nodes (mentioned below) and the link
reliability.

2) SP Nodes: The quality of each SP node is the other impor-
tant factor. SP node may be good, bad, or even malicious.
Considering the real situation (most of the SPs intent to
be good) and the limitation of space, we exclude the mali-
cious case in the simulation. The processing delay and the
processing capacity are the only two metrics to evaluate
the quality of SPs. One unit of processing capacity can
be used to serve or forward one service request. The
negative effects of the shortage of processing capacity
are the delay or packet dropping, which can be simulated
by the link reliability and the delay of SP nodes. Hence,
in the simulation, the quality of each SP node is mainly
estimated by the processing delay. Each SP is randomly
assigned with a delay factor δi. If the delay of the ingress
link is Di, the processing delay of SP is then Di � δi.

From these two angles, we generate the topology of Internet
routing with SPs and links with different kinds of qualities.

Fig. 4. Topology used in the simulation with eight clusters from one to eight.
Each cluster stands for an independent routing area, e.g., a country. The nodes
with thick frame, thin frame, and no frame stand for the SPs with high, low,
and no delay, respectively. The dashed thick line, the dotted thin line, and
the solid thick line represent the links with low, high, and full link reliability,
respectively.

Topology generation is a very big part of the simulation code.
First topology is generated according to the global minimum
and maximum degrees of the SP node (they can be adjusted
in the GUI), and the maximum number of the nodes in each
specified area. Then, we randomly select some nodes and links
to assign different delay and reliability. The topology used in
the simulation is shown in Fig. 4, where totally eight connected
clusters are generated with labels Cluster 1 to Cluster 8. Each
cluster stands for an independent routing area, for example, a
country. The red, blue, and green nodes in color mode [gray
scale in the black/white (B/W) mode] stand for the SPs with
high (δi = 0.8), low (δi = 0.2), and no delay (δi = 0), respec-
tively. The red, blue, and green lines in color mode (gray scale
in the B/W mode) represent the links with low (	 li = 0.2),
high (	 li = 0.8), and full reliability (	 li = 1), respectively.
The details of the parameters in the simulation are shown in
Table I. To further study TRECON, in Section V-D, we execute
the simulation with parameters under a different topology. The
changes of the parameters are shown in Table II.

B. Performance Metrics

To better evaluate the simulation results, we propose six
metrics.

1) Delay Index ℘: Path delay ℘ is the sum of the link
delay and node delay along the path from the
requester to the destination, which is calculated as
D =

∑
(Di � (1 + δi)), where Di is the delay of ith link,

and δi is the delay factor of ith node in the routing path.
In order to integrate to the trustworthiness derivation, it is
normalized as ℘ = Ds/D = (

∑
Di/

∑
(Di � (1 + δi))),

where Ds is the delay of the shortest path without
considering the node delay. Therefore, the larger ℘ is, the
less delay the routing will be. If the routing fails in the
middle, then ℘ = 0.





60 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 40, NO. 1, JANUARY 2010

Fig. 5. Comparison of average path delay index ℘̄ (a) during the whole system running and (b) during the last 2000 packets routing.

relationship is shown in first two rows in Table III. The last row
in Table III shows the mapping in a more direct way, where P,
T, D, and R stand for the weight of payment, trustworthiness
value, delay, and reliability, respectively, and >, =, and <
stand for the “larger,” “equal,” and “less” relationship. For
example, C21 (i = 2, j = 1) stands for the configuration with
ωd = 0.2 and ωp = 0.5, which means that the weight of delay
is equal to 0.2 (the weight of success rate is correspondingly
equal to 1 Š 0.2 = 0.8), and the weight of payment is equal to
0.5 (correspondingly the weight of trust is equal to 1 Š 0.5 =
0.5). Hence, this is a configuration that treats the payment and
trustworthiness equally when the COM policy is adopted, and
puts more weight on delay instead of success rate when deriving
the trustworthiness value.

D. Simulation Execution and Data Collection

A round-based simulation is used to test our idea. In each
round (step) of the simulation, a certain amount of the service
requests are generated with a random SP pair (a, b), in which
a is the first SPs in the route (also called access SP), and b
is the destination of the routing. The number of the requests
generated in each round follows an exponential distribution. To
make the data more convincible, we totally conduct 13 groups
of simulations (each simulation we call it a run), and each group
includes 45 runs. The 45 runs exhaust the combination space
of three values of ωd, three values of ωp, and five policies.
Therefore, totally, we conducted 13 � 45 = 585 runs. For each
parameter combination (same ωd, ωp, and policy), we repeat
totally 13 runs.

V. EXPERIMENTAL ANALYSIS

Here, we compare five next-hop selection policies in general,
TRU and SPA in particular, from the perspectives of path delay,
success delivery rate, link traffic, and economic effects.

A. Analysis of Service Quality

The service quality includes the path delay and the success
delivery rate which can be directly measured and are cared
about by end users.

1) Path Delay Index (℘): Delay is an important metric to
evaluate the routing quality. SPA adopts the global shortest
path policy, so it is supposed to be the best policy with lowest
delay. However, in the real Internet SPA is very difficult to
fully implement because of the decentralized nature of Internet.
Furthermore, SPA relies on the link delay to get the shortest path
without considering the hidden delays caused by congestion
of routers, and the links. On the contrary our trust-related
policies, particularly TRU select the next hop based on the
trustworthiness information, whose value somehow can reflect
the delay from the history information. Hence, it is interesting
to see whether SPA has the best performance in terms of path
delay over other four trust-related policies.

The result of the routing delay is shown in Fig. 5. In Fig. 5,
we use the path delay index ℘, the normalized path delay for
the analysis. Fig. 5(a) shows the average delay index ℘̄ for all
five policies. The results are grouped by different configurations
denoted by Cij . Totally there are nine groups, each of which
includes five bars corresponding to five policies. The height of
the bar is equal to the value of ℘̄ for each policy. The group
with configuration C21 is enlarged and shown at the bottom of
Fig. 5(a). The group C21 has the configuration as ωd = 0.2 and
ωp = 0.5, which means that the success rate is more important
when deriving the trustworthiness value, and the weight of
payment is the same as the trustworthiness value in COM. In the
left bar charts, the C21 group will be again specially enlarged
in the bottom. We choose C21 as a representative is because the
pattern of its results is close to the overall pattern of results from
all groups.

From Fig. 5(a), we can easily find that ℘̄ is basically
decreased following the order TRU � SPA � COM �
MPA � RIP . Since in our simulation the path chosen in SPA
is the real shortest path, its ℘̄ should be largest. According
to the definition of delay index, the larger the delay index
is, the less the path delay is. Surprisingly, the results show
that TRU beats SPA in all configuration except C00. It shows
that TRU is good at finding out the effective shortest path by
considering the hidden delay and avoiding the unreliable links,
while SPA considers only link delay. It implies that TRU is
more applicable and effective than SPA in the real routing of
Internet. When we look at the details of configuration C21 in
the bottom of Fig. 5(a), we can see that the results of C21
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Fig. 6. Comparison of average success rate ξ̄ of routing (a) in the whole system running and (b) during the last 2000 packets routing.

Fig. 7. Comprehensively comparing TRU and SPA Policies from the angles of (a) ℘̄ and (b) ξ̄ in the period of last 2000 packet forwarding.

have the same pattern as we find above. We attribute this to
the fact that success rate should be more important than delay.
Intuitively, the negative effect of routing fail is definitely more
than the routing delay. Therefore, putting more weight on the
delay in the trustworthiness calculation will degrade the impact
of the trustworthiness on next-hop selection. It is also part of
the reason why we choose C21 which has a larger weight on
the success rate, to give the detailed analysis. Observing the
result of C21 in Fig. 5(a), we can find that ℘̄ of TRU increases
1.87% comparing with SPA. Although the improvement is less
than 2%, we are still satisfied because SPA is a theoretically
optimal routing approach in our simulation. Any improvement
on shortening the delay comparing to SPA would be treated
as a significant improvement. Other three trust-related policies,
COM, MPA, and RIP are worse than SPA.

Difference from Fig. 5(a) and (b) shows ℘̄ in the last 2000
packet routings for each policy. Since the trust-related policies
may need time to get converged, the result in the last 2000
packet routings should be more stable and accurate. In Fig. 5(b),
we can reach the similar conclusion as in Fig. 5(a), i.e., TRU
is still the best among all five policies. For the groups C12 to
C22 (weight of success rate is larger or equal to the weight of
delay) in Fig. 5(b), we find ℘̄ for TRU is increased comparing
to Fig. 5(a), which confirms our deduction that we should
put more weight on success rate in TRU to make TRECON
work better. In the C21 group in Fig. 5(b), ℘̄ of TRU increases
6.82% from SPA. It shows that with a higher weight of success
rate on the trustworthiness derivation, TRU can show better
convergence and performance in reducing the delay.

2) Success Rate of Routing ξ: Next, we compare the success
rate of routing of different policies. Similar to the previous
section, there are also two figures in Fig. 6 to present the
results, where Fig. 6(a) shows the result from the angle of whole
run, while Fig. 6(b) shows the result from the angle of last
2000 packet routings. We can see that in both figures, TRU
outperforms SPA. Specially in configuration C21 in Fig. 6(a),
TRU beats SPA by 12.6%, while in Fig. 6(b), this percentage
increases to 17.2%. Success rate is the direct and the most
important metric to show the efficacy of different five policies.

3) Comparing TRU and SPA: Since TRU is the policy we
advocate in this paper, and SPA is the baseline policy, we
extract the results of these two policies into separate figures and
compare them in more details. In this comparison, we only take
the results from the last 2000 packet routings as example, and
the results are shown in Fig. 7. We still make the comparison
from two angles, i.e., ℘̄ and ξ̄i. For each figure in Fig. 7, in
order to show the clear comparison, we also add the polynomial
regression line for each policy. As shown in Figs. 5 and 6,
TRU has larger ℘̄ and ξ̄i than SPA. We also find that in Fig. 7,
basically the polynomial regression lines of TRU in figures (a)
and (b) are going up from configuration C00 to C22, while in
(c) the rising trend is not obvious. From configuration C00 to
C22, the weight of success rate 1 Š ωd is increasing from 0.2
to 0.8. Therefore, from polynomial regression lines, we can
clear see that increasing the weight of success rate in trust-
worthiness derivation can improve ℘ and ξ of TRECON. The
regression lines of SPA are quite steady and flat. It meets our
expectation: because for each run of SPA, the path is fixed, and


