Abstract—The autonomous driving industry has mushroomed over the past decade. Although autonomous driving has undoubtedly become one of the most promising technologies of this century, its development faces multiple challenges, of which security is the major concern. In this paper, we present a thorough analysis of autonomous driving security. At first, the attack surface of autonomous driving is presented. After an analysis of the operation of autonomous driving in terms of key components and technologies, the security of autonomous driving is elaborated in four dimensions: sensors, operating system, control system, and vehicle-to-everything communication. Sensor security is examined from five components which are mainly responsible for self-positioning and environmental perception. The analysis of operating system security, the second dimension, is concentrated on the robot operating system. Concerning the control system security, controller area network is approached mainly from vulnerabilities and protection measures. The fourth dimension, vehicle-to-everything communication security, is probed from four categories of attacks: authenticity/identification, availability, data integrity, and confidentiality with corresponding solutions. Moreover, the drawbacks of existing methods adopted in the four dimensions are also provided. Finally, a conceptual multi-layer defense framework is proposed to secure the information flow from external communication to the physical autonomous vehicle.

Index Terms—Autonomous driving, unmanned vehicle, security, attack surface, sensor, robot operating system, data distribution service, control area network, V2X communication.

I. INTRODUCTION

With the rapid improvement of intelligent vehicles, autonomous driving has attracted much research attention. Autonomous vehicles are considered to be beneficial for alleviating traffic congestion and reducing the number of road accidents. However, current autonomous driving technologies are immature and still in development. The safety of the passengers and the vehicle itself are far from guaranteed [1][2].
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For instance, in 2018, an Uber unmanned vehicle collided with a pedestrian wheeling a bicycle across the road during a road test in Arizona [3]. This was the world’s first case of an autonomous vehicle accident which caused the death of a pedestrian. The incident subsequently led to a stormy discussion of the safety of autonomous vehicles.

A. Autonomous Driving Security

An autonomous vehicle is a comprehensive system which mainly consists of a positioning system, a perception system, a planning system, and a control system [4]. The security of autonomous vehicles generally refers to the security during the driving process, including the security of the sensor, operating system, control system, and vehicle-to-everything (V2X) communication.

1) Sensor security: Sensor security mainly deals with the security of the actual components, such as the on-board sensors and on-board chips. For instance, Google’s self-driving vehicles employ a variety of sensors to detect the driving environment. The collected sensor data is used to analyze whether a vehicle is in a safe driving state.

2) Operating system security: Operating system security refers to ensuring the integrity and availability of the operating system and preventing unauthorized access. At present, most autonomous vehicles are developed based on a robot system. For instance, Baidu’s autonomous vehicle platform Apollo [5] is based on the most famous robot operating system, ROS [6]. ROS is a robot middleware platform which provides the basic functions of an operating system for heterogeneous computer clusters. However, ROS was originally designed without considering security. Other similar operating systems also suffer from this problem.

3) Control system security: Control system security guarantees that the on-board decision-making system gives correct instructions for steering, acceleration, deceleration, and parking of the autonomous vehicle based on the data collected from both the environment and the vehicle itself. However, with the increasing variety of external interfaces of a vehicle, novel attack surfaces keep emerging. Thus, the control system is vulnerable to illegal invasions.

4) V2X communication security: V2X communication security refers to the security of the communication of vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-pedestrian (V2P), and vehicle-to-network (V2N). The design of a vehicle network system is supposed to guarantee the above communication against attacks. Moreover, the information about surrounding vehicles and environmental conditions...
coming from V2X communication further contributes to the security of a vehicle.

B. Attack Surface

The notion of attack surface usually attributed to Michael Howard of Microsoft. It is informally introduced to act as an indicator of the security of a software system [7].

Early research on attack surface [8] [9] [10] [11] [12] mainly focused on software systems and laid a solid foundation for subsequent study. Michael Howard considered that attack surface is a set of attack features: open sockets, open RPC endpoints, open named pipes, and services, etc [7]. Manadhata et al. [12] presented the definition that a system’s attack surface is the subset of resources that an attacker can use to attack the system.

Ren et al. [2] briefly categorized security threats surrounding an autonomous vehicle into three groups of attack surfaces: various sensors, in-vehicle access and control systems, and in-vehicle network protocols. Each group was described in terms of attack types and defense strategies.

Recent literature about attack surface focused on creating empirical and theoretical measures for the attack surface of a software system or computer network [13], such as [14] [15] [16] [17].

In the field of autonomous driving, notable literatures concerning attack surface are as follows.

Maple et al. [18] developed a reference architecture using a hybrid functional-communication viewpoint for attack surface analysis of connected autonomous vehicles (CAVs). Devices, edge and cloud systems which CAVs interact with were discussed. The technique attack tree is used to analyze attacked functions, attack surfaces, attacked assets, and attacker capability.

Salfer et al. [19] proposed a method for the attack surface and vulnerability assessment automation of automotive electronic control units (ECUs) based on development data and software flash images. The attack surface includes internal communication interfaces, external/user-accessible interfaces, and low-level hardware interfaces.

Checkoway et al. [20] conducted a detailed analysis of the external attack surface for automobiles. This work mainly focused on remote compromise. Four types of automotive threat models were described, including direct physical access, indirect physical access, short-range wireless access, and long-range wireless.

In [21], threat areas of in-vehicle infotainment systems were discussed. Vulnerabilities and possible mitigation strategies were presented. Seven vulnerabilities of Linux-based in-vehicle infotainment systems and fifteen potential attack surfaces were identified.

Chattopadhayay et al. [22] developed a security-by-design framework for autonomous vehicles. The framework contains a high-level model which defines the attack surfaces of autonomous vehicles into three layers: 1) the core layer defined by the physical enclosure of an autonomous vehicle, 2) the interface/gateway layer characterized by the collection of connectivity interfaces between an autonomous vehicle and the external world, and 3) the infrastructure layer composed of all the infrastructure and backend modules which are trusted by and connected to an autonomous vehicle.

Dominic et al. [23] presented a risk assessment framework for autonomous and cooperative automated driving. A threat model was proposed based on the threat model described by the national highway traffic safety administration (NHTSA) [24] and security requirements described by the E-safety vehicle intrusion protected applications (EVITA) project [25]. Attack surfaces were described in five categories: inertial/odometric, range sensors, global positioning system (GPS), map update, and V2V/V2I.

Petit et al. [26] studied the potential cyber attacks against automated vehicles. The attack surfaces in autonomous automated vehicles and cooperative automated vehicles were analyzed, respectively. The analysis was conducted in the following aspects: target, means, feasibility of attack, physical access, ease of detection by driver/system, probability of success, direct consequences, hazard created, and mitigation techniques.

Based on the analysis of the above literatures, we broadly divide the attack surfaces of autonomous driving into three categories. As shown in Fig. 1, they are sensors, in-vehicle systems, and V2X. For sensors: GNSS/IMU stands for global navigation satellite system and inertial measurement unit. LiDAR is short for light detection and ranging. For in-vehicle systems: OBD-II is short for the second generation of onboard diagnostics. TPMS stands for tire pressure monitoring system. ADAS is short for advanced driving assistance system. For V2X: OTA stands for over-the-air. It is essentially just a synonym for wireless. DSRC is short for dedicated short range communication. Fig. 1 is by no means exhaustive but aims to raise the security issues of autonomous vehicles.

C. Content and Roadmap

In this paper, we review the state of the art and challenges involving the above four aspects of autonomous driving and point out the drawbacks of existing solutions. The main
components and related technologies of autonomous driving are presented. The discussion of sensor security is focused on the cameras, GNSS/IMUs, ultrasonic sensors, millimeter-wave radar, and LiDAR. The discussion of operating system security is focused on ROS. A security enhancement data distribution service adopted by ROS version 2 is described in detail. The analysis of control system security is focused on the controller area network (CAN). The vulnerabilities of CAN are analyzed based on five attack paths: OBD-II, electronic vehicle charger, CD player, TPMS, and Bluetooth. Two types of protection methods are presented: those based on encryption/authentication and those based on intrusion detection. Recent development of the control area network standard is also presented based on CAN with Flexible Data-rate (CAN FD). V2X communication security is analyzed based on four categories of attacks: authenticity/identification, availability, data integrity, and confidentiality. Moreover, the blockchain-based security measures for vehicular network are reviewed. At last, six real-world security incidents of autonomous vehicles are presented. Then, a conceptual multi-layer defense framework for the security of autonomous driving is proposed. The rest of this article is structured as follows. In Section II, we review the main components and technologies of an autonomous driving system. In Section III, we discuss the security of five key sensors for autonomous vehicles. In Section IV, we analyze the security of the popular operating systems for autonomous vehicles. The discussion is concentrated on ROS, which plays a dominant role in the field of autonomous driving. In Section V, we discuss the security of control systems based on CAN. Vulnerabilities, attacks, and protections of CAN are presented. New standard of CAN is presented based on CAN FD. In Section VI, we summarize attacks against the communication in the Internet of Vehicles (IoVs) and the corresponding solutions. In Section VII-A, six real-world security incidents of autonomous vehicles are introduced. These incidents are presented in four categories: sensor security, operating system security, control system security, and V2X communication security. In Section VII-B, we propose a conceptual defense framework for automotive information security. Finally, we present our conclusions in Section VIII.

II. AUTONOMOUS DRIVING TECHNOLOGIES

An autonomous driving system is a kind of intelligent system that realizes autonomous driving based on on-board computer systems. It is an integration of multiple technologies. Generally speaking, an autonomous driving system requires powerful computing ability. The computing resources are responsible for the realization of the vehicle positioning, environmental perception, path planning, motion control, etc. For instance, Xiao et al. [27] proposed a blockchain-based algorithm called DAER to allocate resources for intensive computing tasks. In general, the realization of an autonomous driving system is based on multi-sensor information fusion and should meet the requirements of high performance and high security. The security of the related technologies for autonomous driving is a prerequisite for ensuring the security of autonomous vehicles on the road.

The autonomous driving technology stack is shown in Fig. 2. There are two major aspects: components and technologies.

A. Components

The key components of autonomous driving include GNSS/IMUs, sensors, V2X, and actuators. The GNSS/IMU is critical in the localization. It is a core component for sensor fusion and safe driving. Sensors play a pivotal role in environmental perception. Therefore, sensors should be deployed around an autonomous vehicle. The detection coverage of cooperative homogeneous sensors is often made to be overlapping so as to provide redundancy and accuracy. Different sensors use different detection technologies to perceive specific environmental information. An environment model is built based on this information. For instance, V2X is able to collect real-time information about the surrounding vehicles and environmental conditions. This information is used for planning, which is critical in reducing traffic jams and enhancing the safety of the driving. Target actions given by the planning process are based on the information related to V2X and the model of the environment. The control module issues commands, in accordance with the actions aimed at, to the corresponding actuators. An actuator acts on the environment and changes the status of the vehicle. The technologies mainly involve localization, perception, planning, and control.

B. Technologies

1) Localization: Existing solutions to the localization of autonomous vehicles fall into two groups: 1) a vehicle networking solution based on V2X with shared location information and 2) a single agent solution based on multi-sensor
information fusion. To ensure the safe and reliable operation of autonomous vehicles on the road, the accurate positioning of the vehicles is a prerequisite.

As one of the core functions of vehicle sensing systems, positioning plays an extremely important role in research into autonomous vehicles. In other words, positioning is a fundamental problem in this research area. The GNSS/IMU package is an effective solution for positioning of autonomous vehicles [28]. However, this method is unable to achieve high-precision positioning when the GNSS signals are weak, such as in underground parking lots and urban areas surrounded with high-rise buildings. Besides, GNSS signals are easily interfered with by a GPS jammer [29]. Map-assisted positioning is another popular type of autonomous vehicle positioning method. Simultaneous localization and mapping (SLAM) [30] is an example of this kind of algorithm. This technology is also known as concurrent mapping and localization (CML). SLAM determines the current position of a vehicle based on the observed environmental characteristics. However, during a long-distance movement, the deviation of the SLAM positioning gradually increases, thus resulting in an inaccurate positioning, which is unacceptable for certain application scenarios. The above problem with SLAM positioning is effectively addressed by employing light detection and ranging (LiDAR) to construct a point cloud map of the area of interest in advance [31] [32]. Several semantics are added to the map, both automatically and manually, such as specific markings of the lane lines, the location of traffic lights, and traffic rules on different roads. This kind of semantic map is called a high definition (HD) map.

2) Perception: As the most challenging module in autonomous vehicles, perception system directly affects the results given by planning system and control system. Conventional perception modules mainly utilize computer vision technologies to extract information of the driving environment. The obtained information is used to conduct lane line detection, obstacle detection, and vehicle recognition/tracking, etc. Autonomous vehicles are equipped with a variety of sensors. Among these sensors, ultrasonic radar, millimeter-wave radar, LiDAR, and cameras can be considered as vision in a broad sense. Due to low response speed and low resolution, ultrasonic radars are typically used for coarse-grained occasions, such as car reversing aid alarm systems [33]. On the one hand, when a vehicle is running at a high speed, the performance of ultrasonic radar ranging is unable to catch up with the variation of displacement. On the other hand, as the scattering angle of an ultrasonic radar is large, the signal reflected back is weak especially for the measurement of a distant target. Hence, the decrease in measurement accuracy might be significant. Millimeter-wave radar and LiDAR are mainly responsible for the ranging of medium and long distances. LiDAR generally relies on multiple laser transmitters and receivers to build three-dimensional point cloud maps. These maps are used to achieve real-time environmental perception. Two distinct advantages of LiDAR are high-precision and long-distance. However, the actual performance of LiDAR might be poor in certain weather conditions (e.g., rain, snow, and fog), since the straight laser is blocked by obstacles.

A millimeter-wave radar emits radio waves to determine the position of a target. This kind of radar is hardly affected by harsh weather conditions, thus it is better than LiDAR in this respect. However, millimeter-wave radars are less capable in describing the shape of an object than that of LiDAR. Cameras are mainly used for capturing the information about traffic lights, traffic signs, and other objects. In general, the images collected by a camera are examined and partitioned to extract key features involving potential objects of interest. The extracted information is then compared with a feature library for the purpose of image recognition. However, the functionality of a camera is dramatically crippled by strong light or bad weather.

Object recognition and tracking are two important goals of the perception module [34]. At present, the implementation of object recognition is mainly based on convolution neural networks (CNNs) [35]. For object tracking, deep learning technologies also have advantages over the conventional computer vision technologies [36].

3) Planning: The planning module of an autonomous vehicle can be divided into three layers: mission planning [37], behavior planning [38], and motion planning [39]. In most cases, they are conducted in the sequential order shown in Fig. 3.

- **Mission planning.** Mission planning is also referred to as path planning or routing planning. It focuses on the task-level planning, such as the selection of a path between a starting point and an end point [40]. A given road system can be considered as a weighted directed diagram. This diagram contains plenty of information, such as the connectivity among the different roads, traffic rules, and the widths of the roads. This information contributes the semantics of an HD map mentioned in Section [1-B1].

As each directed edge in the diagram is weighted, the core idea of path planning for an autonomous vehicle is essentially the path search problem in a weighted directed diagram. In order to make a vehicle move from A to B, it is expected to obtain an optimal path which is subject to several constraints, such as time, distance, and congestion.

- **Behavior planning.** Behavior planning is also called decision making. Since autonomous vehicles usually travel in a complicated environment which is full of uncertainty and dynamics, challenges may come from 1) the degradation of the performance of the sensors and actuators, such as a snow-covered LiDAR and a skidding tire on
wet ground, 2) vehicles and pedestrians breaking the rules, or other objects, such as reckless animals and boxes falling off a truck, and 3) unknown social conventions in unfamiliar areas, such as local festivals and gatherings. Therefore, behavior planning is introduced to make the appropriate decisions for the next move of the autonomous vehicle, according to the result of the mission planning and a wide variety of live information. For instance, behavior planning instructs the vehicle to follow or pass other vehicles, wait for or pass by pedestrians, etc. One approach to behavior planning is to use a complex finite state machine (FSM) which contains a large number of actions [41, 42]. The FSM starts from an initial state and jumps to different states based on the variations of the driving scenario. The corresponding actions are passed to the motion planning.

- **Motion planning.** Motion planning refers to the process of planning a series of consecutive actions. This series corresponds to a specific goal, such as acceleration and obstacle avoidance. In general, there are two important performance metrics for a motion planning algorithm: computational efficiency and integrity [40]. Computational efficiency refers to the processing speed of accomplishing a motion plan. The computational efficiency of a motion planning algorithm depends largely on the corresponding configuration space. The integrity of a motion planning algorithm is described as follows. Provided a problem is solvable, the motion planning algorithm is able to find a solution in bounded time. For an unsolvable problem, the algorithm is capable of justifying its infeasibility. In the scenario of autonomous driving, the initial configuration of a motion planning algorithm usually contains the current states of the vehicle, including its position, linear velocity, angular velocity, etc. The target configuration is derived from the behavior planning. In practice, the movement of a vehicle always possesses certain restrictions, such as maximum steering angle, maximum acceleration, and maximum speed. These constraints are defined in the configuration space.

4) **Control:** When an autonomous vehicle completes its self-positioning and its perception of its surrounding environment, as well as its planning decision, it needs to transform the obtained series of action into controlled operations of the vehicle. In general, vehicle control consists of lateral control and longitudinal control [43]. Lateral control refers to the adjustment of the steering wheel and the tires’ lateral force. Longitudinal control refers to the acceleration and braking of the vehicle.

In practice, the most common demands for control of an autonomous vehicle are acceleration, steering, and braking. The input of the control module is a series of path points. The role of the control module is to make the vehicle move along these path points to the greatest extent possible. A good control module should possess three features: accuracy, feasibility, and stability. Feedback control is widely used in the field of automation control. The most typical feedback controller is the proportional–integral–derivative (PID) controller [44]. As a linear controller, ordinary PID controllers are widely used in industrial processes due to their simplicity. A PID controller is a feedback control model based on error signals. Here, the error signals consist of three parts: proportion error, integral error, and derivative error. The idea of PID control possesses three advantages: simplicity, robustness, and reliability. However, the application of a PID controller to autonomous vehicles faces the following challenge: the algorithms of a PID controller need to determine specific hyper-parameters and their values [45]. For autonomous driving, the uncertainty of the external environment and the non-holonomic constraints of a vehicle make it difficult to find the appropriate hyper-parameters and their corresponding optimal values.

5) **Computing system:** As the computing resources available to the on-board computing units are limited, it is difficult to deploy a large number of computation-intensive services on the vehicle. Edge computing is an effective way to address this problem. Zhang et al. [46] proposed a vehicular data analysis platform called OpenVDAP. The platform includes four main parts: 1) an on-board heterogeneous vehicle computing/communication unit (VCU), 2) an isolation-supported and security/privacy-aware vehicle operating system (EdgeOSV), 3) a driving data integrator (DDI), and 4) an edge-aware application library (LibvDAP). This platform is deployed on the autonomous vehicle to perform the calculations for the on-board applications. The service quality of the on-board applications and user experience are improved. Liu et al. [47] summarized the most advanced autonomous driving computing systems. There are seven performance indicators, nine key technologies, and twelve challenges.

III. **Sensor Security**

Autonomous vehicles are equipped with a variety of sensors, such as camera, GNSS/IMU, ultrasonic radar, millimeter-wave radar, and LiDAR. These sensors are responsible for collecting information about the positioning of the vehicle itself, its surrounding environment, etc.

El-Rewini et al. [48] presented a comprehensive review of potential cyber threats related to the sensing layer. Sensors of autonomous vehicles were classified as two categories: vehicle dynamics sensors (e.g., TPMSs, magnetic encoders, and inertial sensors) and environment sensors (e.g., LiDAR, ultrasonic sensors, cameras, radio detection and ranging systems, and GPS units). The authors also offered perspectives through existing countermeasures from literature and stressed the need for data-driven cybersecurity solutions.

Sensors are at the forefront of the field of autonomous driving. At present, most attacks against autonomous vehicles are related to sensors. Common attacks carried out against sensors inject misinformation or try to degrade the performance of the sensors by any means possible. As different sensors possess different operating principles, various types of attacks are used [26].

A. **Camera**

1) **Role in autonomous driving:** As computer vision assists autonomous vehicles to complete many perception tasks, the
camera is the most basic vision sensor, and is indispensable for autonomous driving [49]. Cameras used by autonomous vehicles are mainly divided into three categories: monocular cameras, binocular cameras, and multinocular cameras. The monocular camera is widely used in ADASs. However, there is a drawback to the use of a monocular camera. For a monocular camera with fixed resolution, a farther scene corresponds to a larger view, but it will be less clear. In contrast, a closer scene appears more clear. Although the binocular camera addresses the above problem of monocular camera, monocular cameras are used more than binocular cameras in autonomous driving at present. The main reasons are the expensive computational overhead of binocular camera algorithms and the shortage of space in an autonomous vehicle for such equipment.

2) Attacks and countermeasures: In general, autonomous vehicles of Level 3/4 require the cooperation of multiple cameras for the perception of the surrounding environment, including pedestrians, lane lines, traffic signs, other vehicles, etc. In the task of traffic light recognition, if cameras capture a red light or a pedestrian, the vehicle should slow down or stop to avoid an accident. Hackers can place extra traffic lights or fake pedestrians to trigger a stop of the vehicle. In addition, a highlighted IR laser can also interfere with cameras, preventing the generation of effective images [50]. Attacks against camera and underlying computer vision algorithms of autonomous vehicles are common [50] [51].

Zhang et al. [52] proposed a framework based on three cameras to detect attacks against cameras. This framework uses the information captured by the cameras to obtain different versions of depth maps (i.e., disparity). The distribution of disparity errors is subsequently analyzed to detect attacks.

Cao et al. [53] pointed out that all prior studies on autonomous driving systems only focused on camera or LiDAR-based autonomous driving perception alone. The authors studied the security of multi-sensor fusion based perception in autonomous driving. A novel attack pipeline was developed to attack all fusion sources simultaneously. The authors succeeded in generating a physically-realizable, adversarial 3D-printed object that comprises both camera and LiDAR. In addition, corresponding defense strategies were also discussed.

DiPalma et al. [54] developed an adversarial patch attack against camera-based obstacle detection. The adversarial patch with appropriate size and appearance is added to the back of a box truck. A victim autonomous vehicle is expected to be unaware of the box truck and thus collide into it. Experiments of the attack were conducted against an Apollo autonomous vehicle running in production-grade autonomous driving simulator GMSVL [55].

Kyrkou et al. [56] pointed out that advanced artificial intelligence and machine learning techniques play an vital role in proactive defense against attacks on autonomous vehicles’ cameras. The authors developed a project called CARAMEL [57]. This project shows the use of AI/ML-based techniques in detection and possibly mitigation of dynamic cyber-attacks on the camera system/data in autonomous driving. Both external attacks on camera sensor and direct attacks on camera sensor data were analyzed. Experiments were carried out on CARLA [58].

### B. GNSS/IMU

1) Role in autonomous driving: GNSS/IMU is a real-time localization method in autonomous driving [59]. As a highly accurate localization method, GNSS-RTK is able to achieve centimeter-level position accuracy under dynamic measurement. Here, RTK stands for real-time kinematics. However, the frequency of location update is low, and the satellite signal can be easily blocked [60]. IMUs and odometers are used to accumulate displacement and direction variations for the purpose of compensation during the period between two consecutive positionings of the GNSS-RTK. Although the update frequency is high for the IMU and odometer, there are accumulated errors. Through the combination of GNSS and IMU, we can achieve real-time localization with low delay, high precision, and high frequency.

2) Attacks and countermeasures: When a high-powered fake GPS signal transmitter is placed near an autonomous vehicle, the genuine GPS signal might be covered up. Thus, the localization of the autonomous vehicle is misled [61]. By combining two simple attack methods, GNSS signal jamming and spoofing, GNSS/IMU localization can be easily compromised [62].

Magiera et al. [63] proposed a spoofing detection method using phase delay measurement. This method uses multiple antennas to receive GPS signals of different qualities, then the accuracy and precision of the phase delay estimation are assessed.

In order to eliminate spoofing signals, Han et al. [64] constructed the subspace projection of the spoofing signals using the pseudo-code characteristics of spoofing signals.

Dasgupta et al. [65] proposed a prediction-based spoofing attack detection scheme with the long short-term memory (LSTM) model. The distance between two consecutive locations of an autonomous vehicle is predicted by the LSTM model. Based on this distance, a threshold value is obtained with the positioning error of the GNSS module and prediction error. Experiments were conducted with a real-world driving dataset called Comma2k19 [66].

Mit et al. [67] analyzed Tesla’s Level 2 autonomous driving system under different GNSS spoofing scenarios. Experiments covered different combinations of GNSS attacks. To examine various multi-constellation mitigation, GPS was spoofed and other constellations were jammed. The evaluation of a self-developed software library which detects attacks and provides authentication and protection of GNSS was also incorporated.

Dasgupta et al. [68] developed a deep reinforcement learning (RL)-based turn-by-turn GNSS spoofing attack detection using low-cost in-vehicle sensor data. Experiments were carried out with the Honda Research Institute Driving Dataset [69]. The dataset contains information of various vehicle sensor data for suburban and urban driving scenarios. The dataset was used to generate attack and non-attack datasets, develop a deep RL model, and evaluate the performance of the RL-based attack detection model. The threshold value obtained from the trained RL model is compared with a differential distance which is calculated using real-time GNSS data. If the differential distance is greater than the threshold, an attack is detected; otherwise, no attack is detected.
Broumandan et al. [70] proposed a spoofing detection model based on consistency check between GNSS and IMU/odometer package. This model focuses on the utilization of inertial measurement units and vehicle odometer readings. A spoofing attack is detected by analyzing GNSS and IMU/odometer measurements independently during an observation period.

Song et al. [71] developed a credible navigation algorithm for GNSS attack detection using an auxiliary sensor system. The auxiliary sensor system is on mobile terminals. A credible Kalman filter and measurement information given by the auxiliary sensor system are used to verify the credibility of the GNSS positioning result. A credible verification window and a credible verification threshold are used to detect different kinds of GNSS attacks, including GNSS jump attacks and GNSS slow-change attacks.

C. Ultrasonic Sensor

1) Role in autonomous driving: Ultrasonic sensors were first introduced into vehicles for automated parking assistance systems [72]. An ultrasonic sensor emits an ultrasonic signal in a certain direction through ultrasonic transmitting devices. A timer starts at the moment the signal is transmitted. The emitted ultrasonic signal is reflected back when it encounters obstacles during the transmission. When the reflected signal is received by the corresponding receiver, the timer stops. Based on the recorded time interval, the distance between the vehicle and the obstacle can be calculated.

2) Attacks and countermeasures: Attacks threatening ultrasonic sensors mainly include spoofing attacks and jamming attacks.

Xu et al. [33] developed random spoofing, adaptive spoofing, and jamming attacks on ultrasonic sensors and validated these attacks on stand-alone sensors and moving vehicles. Experimental results showed that blindness/malfunction of sensors/autonomous vehicles occurred. In addition, two defense strategies single-sensor-based physical shift authentication and multiple sensor consistency check were proposed.

Yan et al. [73] conducted an actual experiment with a spoofing attack in which an ultrasonic signal generated by hackers was introduced (Section 5 in [73]). The generated signal is designed to reach the receiver of the vehicle earlier than the genuine signal expected to be reflected back. If this is the case, the readings from the vehicle’s ultrasonic sensor are falsified. In addition, a jamming attack which aims at reducing the signal-noise ratio (SNR) of the ultrasonic sensor by emitting a continuous ultrasonic signal was also discussed.

Lim et al. [74] conducted an in-depth evaluation of vulnerabilities of ultrasonic sensor for autonomous vehicles. Several experimental attacks against ultrasonic sensor are launched. The corresponding impact was analyzed in terms of blind-spot range, coverage of ultrasonic transmitter and receiver, obstacle material, and third-party ultrasonic interference. Countermeasures and mitigation strategies were also briefly introduced.

Lou et al. [75] thoroughly studied the signal injection attacks and proposed a physical-layer defense system (Sound-Fence) to secure ultrasonic sensors in autonomous vehicles. The system verifies the benign measurement results and detects signal injection attacks by analyzing sensor readings and the physical-layer signatures of ultrasonic signals.

D. Millimeter-wave Radar

1) Role in autonomous driving: Millimeter wave generally refers to an electromagnetic wave with a wavelength of 1~10 mm. In most countries, vehicle-mounted millimeter-wave radar operates in the frequency bands of 24 GHz and 77 GHz [76]. In addition, a few countries have adopted the frequency band of 60 GHz (e.g., Japan). Millimeter-wave is able to work in rainy, foggy, and snowy weather conditions due to its strong penetrating ability.

2) Attacks and countermeasures: If a hacker obtains the waveform parameters of a millimeter wave, a millimeter-wave radar at the same frequency band may be jammed [33]. Moreover, millimetre wave may also be subject to electromagnetic interference.

Yan et al. [73] conducted security experiments on the radar and autopilot system in Tesla Model S (Section 6 in [73]). Experimental results showed that millimeter-wave radar of an autonomous vehicle suffers from electromagnetic jamming and spoofing. Multiple sensors for redundancy check were suggested to secure the sensor data. The authors also proposed that randomness should be introduced into control parameters, taking logic check, confidence priority, and attack detection system into consideration when designing a sensor data fusion strategy.

Kapoor et al. [77] proposed a spatio-temporal challenge–response (STCR) method. This method emits probing signals in multiple randomly selected directions at the same time. Then, the reflected signals are verified according to their directions of emission and arrival. Hence, suspicious signals are filtered out.

Digital radio frequency memory (DRFM) [78] is a kind of microwave signal storage system, which is characterized by using a digital form to store the signals. Hackers use DRFM to receive the millimeter-wave radar signal of a vehicle and then store several duplicates in a digital memory. These signals are retransmitted later as needed. The transmitting radar of the vehicle is unable to distinguish between a legitimate reflected signal and a signal processed by the hacker [26].

Guan et al. [79] proposed an anti-jamming method based on hash functions. The experimental results showed that the method is significantly effective in suppressing the echo interference.

Sun et al. [80] conducted an end-to-end security analysis of a millimeter-wave-based sensing system in autonomous vehicles. Practical physical layer attacks and defense strategies were implemented. Five real-world attack scenarios were constructed to spoof a victim autonomous vehicle. A challenge-response authentication scheme and an RF fingerprinting scheme were implemented to detect millimeter-wave-based spoofing attacks.

E. LiDAR

1) Role in autonomous driving: LiDAR is currently the most important sensor for autonomous driving. The operating...
principle of LiDAR is to emit a laser beam and receive signals reflected back from a target. Several pieces of information related to the target can be obtained by comparing the outgoing and incoming signals, such as distance, azimuth, altitude, and even shape. LiDAR generates HD maps by capturing dense 3D point cloud data from stationary and moving objects around itself. The advantages of LiDAR lie in its long detection range and accurate describing ability for three-dimensional information of objects.

2) Attacks and countermeasures: Like the above mentioned four sensors, LiDAR can also be easily interfered with. The main ways to attack LiDAR are the spoofing attack and the relay attack. Spoofing attack refers to injecting signals into the LiDAR receivers of the target vehicles, while the relay attack refers to using a transmitter and receiver to inject and receive the signals of the target vehicles, respectively.

Shin et al. [81] used a delay component to delay the LiDAR signals returned from a target vehicle. The delayed signals are emitted to the target vehicle by a malicious transmitter.

Cao et al. [82] showed two types of attacks: 1) an attack device placed at the roadside emits malicious laser pulses at passing autonomous vehicles and 2) an attack device carried by a vehicle emits malicious laser pulses at nearby victim vehicles. Both these attacks interfere with the LiDAR measurements of the victim vehicles.

Petit et al. [50] used two transceivers to relay LiDAR signals from the target vehicle to another vehicle at a different location. In this case, the latter vehicle could receive echoes from the location, thus resulting in false echoes.

Sun et al. [83] proposed CARLO to mitigate spoofing attacks on LiDAR. CARLO uses ignored occlusion patterns in the LiDAR point clouds as invariant physical features. Experimental results showed that this method can reduce the average success rate of attacks to 5.5%. They also proposed a general architecture for LiDAR-based perception, which embeds ignored physical features into end-to-end learning. Experimental results showed that the average success rate of attacks was further reduced to about 2.3%.

Changalvala et al. [84] developed a 3D quantization index modulation (QIM) data hiding technique for the purpose of securing the raw data from LiDAR sensor. The technique detects tampering of LiDAR sensor data and locates the tampered region. Experiments conducted on the KITTI object detection benchmark suite [85] showed that the proposed method was able to detect and localize insider data tampering attacks.

Yang et al. [86] proposed an adversarial attack against deep learning models which perform object detection on raw 3D points collected by a LiDAR sensor of an autonomous vehicle. The proposed attack creates robust adversarial objects which are able to cause behavioral reactions of autonomous driving systems. Defense methods against the above adversarial objects were also discussed.

You et al. [87] developed a general methodology called 3D temporal consistency check (3D-TC2). It takes advantage of spatio-temporal information from motion prediction to verify objects detected by 3D object detectors. Experimental results showed that the overall performance of LiDAR spoofing attack detection was satisfactory.

F. Multi-sensor Cross Validation

When observations from several different sensors are combined, there is a robust and comprehensive perception model for autonomous vehicles. In general, for the above five types of sensor, it is easy to attack an individual sensor. However, attacking all the sensors of an autonomous vehicle at the same time becomes more difficult. Currently, production autonomous driving systems predominantly adopt a multi-sensor fusion (MSF) based design, which in principle can be more robust against attacks under the assumption that not all fusion sources are (or can be) attacked at the same time [53]. Thus, it is expected that multi-sensor fusion technologies can effectively mitigate sensor attacks on autonomous vehicles.

When the information coming from different sources is inconsistent, the vehicle might be under attack. For example, when GNSS/IMU and LiDAR yield different positioning results, at least one of the two systems might have been attacked. Besides, if a sensor system of an autonomous vehicle believes there is a traffic light, but HD Map indicates there is no traffic light at the same position, then in most cases the sensors of the vehicle are likely to have been attacked.

G. Sensor Failure

On-board vehicle sensors may fail due to bad calibration, erroneous readings, physical or electrical failure, etc. Besides being caused by attacks, abnormal sensor readings may also be caused by failure. However, there is no standard or universally agreed definition for sensor failure [88].

ReaIpe et al. [89] proposed a system called the fault tolerant perception paradigm for fault detection of sensors in autonomous vehicles. The system deals with possible sensor failure by defining a federated data fusion architecture. This architecture contains three modules: 1) object detection, 2) local fusion, 3) master fusion and the fault detection and diagnosis (FDD). Specifically, the master fusion module is used as a reference, then the information is verified by various local filters. Each local filter processes the compatible data between the reference sensor and the data provided by other sensors. FDD estimates the residual values with a support vector machine to determine whether a sensor is faulty based on the differences between the local fusion module and the master fusion module. Experimental results show that the system successfully detects early failure of a single sensor and minimizes the impact of the faulty sensor.

Pous et al. [90] used analytical redundancy and a nonlinear transformation to generate residual signals for detection of faulty sensors. The method uses statistical tools to optimally determine a threshold based on the characteristics of the signal, prior probabilities, and other information. The fault detection is performed by comparing the residual and the threshold. This proposal was tested on the pro-SIVIC simulation platform. Experimental results show that this method effectively detects sensor failure.
Byun et al. [91] proposed a fault diagnosis logic and signal restoration algorithm. The algorithm converts the speed of each wheel into information about the vehicle’s central axis. A reference central axis speed is selected based on this information. The obtained central axis speed is used to estimate the speeds of all the wheels. Then, the estimated speeds are compared with the actual in-vehicle speeds, so as to identify any faults. The premise of this method is that only one sensor fails at any given time. Experimental results show that the proposed algorithm is able to meet the requirements of control performance when one sensor fails.

H. Actual Sensor Failure vs. Attacks

Both actual sensor failure and attacks might lead to wrong decisions in autonomous driving. Moreover, certain attacks are designed in an oversimplified and crude way. They simply aim to cause sensor failure. However, actual sensor failure and attacks against sensors are different.

In most cases, attacks against sensors tend to proceed stealthily. The tampering of sensor data is often mild and not obvious. The tampered sensor data just seems like the normal data. Besides, the expected attack effect is to fool the high-level algorithms by tampering the sensor data. On the contrary, actual sensor failure often results in obvious changes of sensor data, such as no readings for a significant time period, extremely high or low readings. For a multi-sensor fusion system like autonomous driving system, actual sensor failure can be easily noticed by multi-sensor cross validation. In this case, safety measures can be taken timely. Thus, security and safety issues are likely to be prevented. On the contrary, as attacks are hard to be detected, both capacity-constrained artificial intelligence packages equipped with autonomous driving system and a negligent human driver will not be aware an attack until serious incidents happen (e.g., a traffic accident). To the best of our knowledge, there is no literature concerning distinguishing between actual sensor failure and attacks. Researchers tend to study methodologies and techniques to discover and defense attacks. Actual sensor failure is left as hardware problems. Though actual sensor failure also leads to abnormal sensor data, it is often neglected by researchers. And the effect of actual sensor failure is just treated equally as that of attacks. Thereby, researchers just try to mitigate the consequences of both actual sensor failure and attacks, such as [92], [93].

I. Drawbacks of Existing Protection Methods

At present, research on sensor attacks on autonomous vehicle is still at an early stage. Methods of protection against sensor attacks mainly focus on a single type of sensor. Little attention has been paid to detection methods for the cases of multiple types of sensor being attacked. On the whole, there is no systematic theory or architecture for the detection of and defense against attacks. In addition, most existing protection methods focus on the detection of attacks. For an identified attack, there are no recovery methods for sensor data which are able to work in an intrusion-tolerant manner.

IV. Operating System Security

An autonomous driving system integrates multiple software modules, such as localization, perception, planning and control. These modules need to meet certain real-time requirements. Therefore, autonomous driving requires an operating system to manage these modules. The operating system mainly provides the functions of communication and resource allocation among the modules. Next, we discuss the security of the operating system. The sensors of an autonomous vehicle continuously generate data during their operation. The processing of data generated by each sensor imposes strong real-time requirements on the operating system. For example, for a camera with a frame rate of 60 FPS, the processing time for each frame is only about 16.66 milliseconds [94]. When the amount of data increases, allocating system resources becomes more difficult. For instance, when a large amount of LiDAR point cloud data is fed to the autonomous driving system, the subsequent process occupies considerable computing resources. It is likely that the camera data cannot be processed in time. Then, the recognition of a traffic light might be missed. Due to the strong connections among the modules in the autonomous driving system, effective communication and resource allocation among the modules become challenging.

A. Early Mobile Robot Operating Systems

Before autonomous driving, there were mainly three popular mobile robot operating systems.

1) Miro: Miro is an object-oriented robot middleware. It is used to improve the software development of mobile robots and provide interactions between the mobile robot and enterprise information processing systems. Technically, Miro implements an object-oriented design by adopting the common object request broker architecture (CORBA) standard [95]. This architecture provides interprocess and cross-platform interoperability of distributed robot systems. In addition, Miro also provides users with frequently used services, such as self-positioning, mapping, and path planning.

2) URBI: URBI is a universal robotic body interface based on a client/server architecture [96]. URBI does not provide a graphical programming interface. It just includes an independent language. This language is characterized by the ability to directly access and control the joints and sensors of mobile robots. Users can set up a computer cluster with URBI to run services cooperatively.

3) OpenRDK: OpenRDK is a modular management framework for designing distributed robot systems [97]. OpenRDK is implemented with C++. Developers only need to focus on implementing the functions of the modules: the interaction and information sharing among the modules are managed by the framework itself.

These three operating systems mainly provide a software component management framework for mobile robots. Since these operating systems lack software libraries and visual debugging tools, they are not suitable for autonomous vehicles. In fact, they are not used by any autonomous vehicles. Initially, the operating system of most autonomous vehicles was basically developed based on ROS.
B. ROS

ROS is a powerful and flexible robot programming framework. It is a distributed multiprocessor framework based on messaging. Many key components of autonomous driving are implemented on ROS, such as quaternion-based coordinate transformation [23], a robotic 3D mapping framework [99], and the positioning algorithm SLAM [100]. The message mechanism of ROS enables a modular design based on software functions. Each module is able to read and distribute messages, and the modules collaborate with each other by messages. The reasons why ROS is suitable for autonomous driving scenarios are as follows.

1) Comprehensive development support: ROS provides a uniform programming interface framework. Developers can focus on the development of specific algorithms and functional verification. Tasks can be uniformly implemented by ROS, such as configuration management, quick prototype building, overall operation, debugging, and verification of algorithms [101].

2) Flexible module configuration: ROS adopts a loose coupling strategy for the modules. The localization, perception, planning, and control modules of autonomous vehicles have relatively independent functions. These modules can be developed and debugged independently, and the exchange of data among them is carried out by the ROS publish/subscribe scheme [102]. A newly developed module can be easily integrated into an existing system based on ROS.

3) Abundant debugging tools: ROS possesses excellent compatibility with famous visualization tools, such as RViz [103], Gazebo [104], rpt [105], and Webviz [106]. As autonomous driving involves considerable processing of images and point cloud data, there are significant demands for visualization. For ROS, the compatibility with visualization tools greatly facilitate the development and testing of the underlying algorithms [107].

C. The Security of ROS

Attacks on sensors are external attacks that do not require access to the autonomous vehicle’s operating system. Internal attacks involve hacking into the autonomous vehicle’s operating system. The autonomous vehicle’s operating systems implemented based on ROS have a common security issue: ROS does not provide authentication for messaging and node creation [108]. There are mainly two types of attack [4]: 1) a hijacked ROS node is able to continuously generate and distribute messages. This kind of malicious behavior might make the system run out of memory (OOM). Then, the autonomous vehicle’s operating system would start to close ROS node processes. This would result in a crash of the operating system. 2) Messages sent by a hijacked topic or service of ROS may be tampered with or forged, thus leading to abnormal behavior of the operating system.

The first attack is rooted in the fact that ROS has no isolation mechanism, thus an ROS node is able to access system resources without any restriction. Linux container (LXC) [109] provides lightweight virtualization to isolate processes and system resources. It does not need an instruction interpretation mechanism or full virtualization. For autonomous driving, hosting an LXC saves 5% CPU overhead over running an application natively [110]. The source of the second attack resides in the fact that the messaging among nodes is not encrypted, thus attackers are able to obtain the message content readily [111].

SROS [112] is a set of security enhancements for ROS. There are transport layer security (TLS) support for communication within ROS, the use of x.509 certificate permitting chains of trust, definable namespace globbing for ROS node restrictions and permitted roles, covenant user-space tooling for the auto generation of node key pairs, audit ROS networks, and construct/train access control policies. In addition, AppArmor profile library templates are also provided. The templates allow users to harden or quarantine ROS based processes running on a Linux kernel. Zhang et al. [113] proposed an access control framework named AC4AV for autonomous driving vehicles. Different access control models are developed to protect in-vehicle data in real-time data and historical data.

Apollo 3.5 and later versions replace the original ROS middleware and use the Apollo Cyber RT middleware instead [114]. As ROS was not originally designed for autonomous driving, Cyber RT includes components designed to build autonomous driving modules and applications. The communication among components is conducted through the Cyber channel of Cyber RT, while the communication among modules is conducted by messages based on protocol buffers. Moreover, Cyber RT supports asynchronous computing, which greatly contributes to the optimization of thread usage and resource allocation. Unlike ROS, there is no master node in Cyber RT. The entire network topology of Cyber RT is divided into different domains. When a new node joins the network, it sends broadcast messages to other nodes in the domain with a real time publish subscribe (RTPS) protocol [115]. Each node which receives the broadcast messages sends its own information to the new node. The RTPS protocol handles the exchange of information based on the master node in ROS.

Xu et al. [116] deployed a data driven prediction architecture for autonomous driving on the Apollo platform. The architecture includes two main algorithms: 1) deployment of a semantic map on the Apollo platform for trajectory point prediction, 2) a trajectory generation method based on behavior prediction and its automatic parameter adjustment mechanism. The architecture enables rapid and efficient deployment of Apollo’s prediction technologies across different regions.

D. Security Enhancement of ROS2

A data distribution service (DDS) [117] was first applied in the US Navy to handle the compatibility problem of a large number of software upgrades in the complex network environment of its ships [118]. At present, it has become a mandatory standard of the U.S. Department of Defense. DDS is widely used in the fields of defense, civil aviation, industrial control, etc. It has become a standard solution for data publish/subscribe in distributed real-time systems. An autonomous vehicle’s operating system needs to establish a universal, high speed, and efficient DDS framework across
multiple cores, multiple CPUs, and multiple boards. This DDS framework adopts a publish/subscribe architecture. It focuses on data and provides a large number of quality of service (QoS) strategies. DDS is able to ensure a real-time, efficient, and flexible distribution of data and meets the needs of various distributed real-time communication applications. The security standard for DDS implements three-way handshakes which contains three messages: HandshakeRequest, HandshakeReply, and HandshakeFinal [119].

Participants are identified based on certificates using a public key infrastructure (PKI) and the Diffie–Hellman (DH) key exchange protocol. Assume there are two participants, A and B, which are identified by PKI. Firstly, participant A sends a HandshakeRequest message to initiate the DDS key exchange protocol. The HandshakeRequest message includes three parts: the certificate information of A, a DH public key, and a random code. Secondly, participant B sends a HandshakeReply message to respond to the HandshakeRequest message. The HandshakeReply message includes four parts: the certificate information of B, a DH public key, the random nonce given by A, and another random nonce. The entire HandshakeReply message is signed by B. Finally, A sends a HandshakeFinal message to acknowledge the reply from B. The HandshakeFinal message contains the above two random nonces. The entire HandshakeFinal message is signed by A. This process of three handshakes results in a secure channel between A and B. Then, the DDS protocol uses AES-GCM to encrypt and decrypt the data on this secure channel.

The DDS security specification defines five service plugin interfaces (SPIs) to increase security [120]:

- **Authentication Service Plugin.** This is central to the entire SPI architecture. It provides methods to verify the identity of an application or user that invokes operations on DDS. These methods include tools for performing mutual authentication between two participants and establishing a shared secret.
- **Access control service plugin.** This defines and enforces restrictions on the DDS-related capabilities of a domain participant. For example, it allows a user to restrict a particular participant to a specific DDS domain, or only allow the participant to read from or write to specific DDS topics, etc.
- **Cryptography service plugin.** This handles all cryptography-related operations, including encryption, decryption, hashing, signature, etc. In addition, it includes methods of deriving keys from a shared key.
- **Logging service plugin.** This provides for the auditing of DDS security-related events. The generated log files are stored in the object storage service. Security audits on the database are performed by checking these log files (e.g., failure analyses).
- **Data tagging service plugin.** This tags specific DDS security-related actions performed by the users, providing the ability to add tags to data samples.

Unlike Apollo, Autoware [121] is currently developed based on ROS2 [122]. ROS2 has made significant improvements to the original ROS framework. It uses an advanced distributed architecture, rather than the original master–slave structure. ROS2 adopts DDS as its messaging model. The DDS security extensions are used to protect the data during transmission [123]. The adoption of DDS improves the reliability and real-time performance of multi-robot collaboration.

DDS is an industry standard implemented by many companies, such as RTI implementation Connext [124], eProsima implementation Fast DDS [125], and ADLINK implementation DDS [126]. There are many aspects to consider when choosing a DDS implementation, such as protocol legality and whether it is cross-platform. In order to prevent ROS2 from depending on a specific DDS program, ROS2 supports multiple implementations. Morita et al. [127] proposed a dynamic binding mechanism which is able to choose an appropriate DDS implementation.

Compared with ROS, ROS2 is enhanced in the following three aspects [128]:

- **Real-time.** DDS has a variety of transport configurations, such as deadline, fault-tolerance, and reliability. It brings real-time support to ROS2. For each deadline, both the data writer and data reader perform a data update at least once.
- **Continuity.** Although ROS has the concept of a data queue, it still has great limitations. For instance, subscribers cannot receive data before joining the network. But DDS can provide data history service for ROS. Even a newly added node can obtain all the previously released data.
- **Reliability.** Based on the DDS reliability configuration, users can choose the performance mode (BEST_EFFORT) or the stable mode (RELIABLE) according to their demands.

At present, the security of ROS2 is highly dependent on the security of DDS [119]. The implementation of ROS2 only employs the first three SPIS of DDS mentioned above:

- A builtin authentication plugin (called “DDS: Auth: PKI-DH”). This plugin uses a verified PKI. It requires each participant to have a public key, a private key, and an x.509 certificate. The x.509 certificate binds the participant’s public key to a specific name. Each x.509 certificate must be signed by a specific certificate authority (CA). This CA is trusted by the plugin.
- A builtin access control plugin (called “DDS: Access: Permission”). This plugin also uses a PKI. It requires two signed XML documents per domain participant: a governance file and a permissions file. The former specifies how the domain should be secured. The latter contains the permissions of the domain participant and is bound to the name of the participant as defined by the above authentication plugin.
- A builtin cryptographic plugin (called “DDS: Crypto:AES-GCM-GMAC”). It provides authenticated encryption using advanced encryption standard (AES) in Galois counter mode (GCM), namely AES-GCM.

The main reason why ROS2 uses built-in plugins instead of other plugins is to allow all compatible DDS implementations.
to be interoperable with ROS2. Thus, the security features of ROS2 are able to work with all vendors with minimal effort.

E. Drawbacks of ROS2

ROS2 lacks certain vital mechanisms. Here are two examples. 1) Secure over-the-air (OTA) update [129]. This establishes a connection between a background server of the vehicle manufacturer and an autonomous vehicle by WiFi. Update packages are downloaded from a server to update the local software of the vehicle. If the OTA is compromised by hackers, the security of autonomous vehicles will be affected. 2) Secure key exchange [130]: Current solutions for a communication channel for key exchange between remote listeners and talkers are not sufficiently secure. Thus, they are vulnerable to key interception attacks.

V. CONTROL SYSTEM SECURITY

Various mechanical components and digital devices in autonomous vehicles are controlled by ECUs. The communication among different ECUs in a vehicle is conducted by a digital bus.

A. CAN

CAN is the main bus protocol of the in-car electronic network [131]. It has the advantages of stability and reliability, strong real-time performance, strong anti-jamming ability, and long transmission distance. A CAN bus adopts differential signal transmission. In general, its normal communication only needs two signal lines: CAN-H and CAN-L. The two possess opposed characteristics to avoid external electromagnetic interference and radiation [132]. In a CAN, a node can initiate communication to other nodes at any time. There is no master–slave relationship between the nodes. However, the right to use the bus is in accordance with node priorities. An autonomous vehicle often adds several telematics nodes in the CAN bus network [133]. As shown in Fig. 4, these nodes are connected to the CAN bus in order to facilitate remote control, remote upgrade, and other functions. Hackers can hack into the CAN bus network through the on-board diagnostics (OBD) port.

B. Vulnerabilities of CAN and Attack Methods

Currently, as the CAN bus has no authentication or access control, it is easily hijacked by hackers [134]. There have been many car network attacks against the CAN bus. In [135], the authors used system vulnerabilities to remotely control a Jeep’s multimedia system. Then, they attacked the V850 controller and modified its firmware to obtain permission to remotely send commands to the CAN bus for the purpose of controlling the power system and braking system. This issue caused a recall of 1.4 million vehicles. In [135], the authors also attacked a Jeep’s CAN bus and successfully controlled the steering, braking, acceleration, etc.

Generally speaking, it is difficult to get into the CAN bus itself. However, the entertainment system and the OBD-II port of the maintenance system are connected to the CAN bus. These connections expose possible attack paths to the CAN bus. Five popular attack paths are as follows.

1) OBD-II invasion: OBD-II improves OBD in terms of diagnostic functions and standardization. The OBD-II port is mainly used to access vehicle status. During vehicle maintenance, technicians use the detection software (e.g., Ford’s NGS, Nissan’s Consult II, Toyota’s Diagnostic Tester) developed by vehicle vendors to manipulate the OBD-II port and examine the vehicle. Since the OBD-II port is connected to the CAN bus, hackers who have access to the detection software can easily intercept information on the CAN bus and control the vehicle [137].

2) Invasion of chargers for electric vehicles: Charging equipment is an essential component of an electric vehicle. The charging equipment also connects to the CAN bus. As the charging equipment of an electric vehicle communicates with an external charging pile, hackers have the opportunity to invade the CAN bus from the external charging pile [138].

3) CD player invasion: In general, a media player is connected to the CAN bus. Hackers can encode attack codes into a music CD. When the CD is played, the malicious codes invade the CAN bus from the CD player. Hence, the hackers are able to control the CAN bus [20].

4) TPMS invasion: TPMS stands for the tire pressure monitoring system. For the attack path, hackers inject attack codes into the TPMS. When the TPMS detects a specific value of tire pressure, the malicious codes are activated to attack the vehicle [139].

5) Bluetooth invasion: Autonomous vehicles support Bluetooth connections to other electronic devices (e.g., smartphones, personal digital assistants, and laptops). Malicious programs on smartphones are able to communicate with the CAN bus by the Bluetooth connection [140].

As the CAN bus lacks authentication, a CAN frame only indicates its destination. There is no information of the source of the message. As a result, malicious information can be regarded as valid information as long as the message format is correct. Based on this issue, the security protection methods for CAN bus fall into two categories: those based on encryption/authentication and those based on intrusion detection.
C. Protection Methods for CAN Bus

1) Methods based on encryption/authentication: These methods mainly conduct authentication for messages and ECUs or encrypt messages to ensure the security of the CAN bus. As the CAN bus lacks encryption schemes and the frame size is small, this kind of method often requires adding hardware to the ECUs or upgrading the existing firmware.

Groll et al. [141] employed a key distribution center in the vehicle network to divide the vehicle network into different areas. Different keys are assigned to these areas for communication. The communication among different areas are relayed by the central gateway. The feasibility of this proposal is evaluated by simulation on an embedded platform. The problem of clear text communication of the on-board ECU is addressed.

To prevent attackers from sniffing and tampering with the ECU codes, Yu et al. [142] used a Markov decision process to model the interaction between the attacker and the system and encrypted the storage system of the on-board ECU.

Murvay et al. [143] implemented a method for identifying the sources of the messages, based on an analysis of the frames on the bus. In particular, it is expected that a potential sender can be identified by measuring the voltage, filtering the signal, examining the mean square errors, and using convolutions.

Wang et al. [144] proposed a framework named Vecure to protect the CAN bus of vehicles. This framework uses the structure of a trust group to strengthen access control and prevent false messages from entering the CAN bus network. This framework adopts a message authentication scheme with offline computing capability, minimizing the message processing latency by pre-calculating a heavy-weighted cryptographic function. Experimental results show that Vecure’s processing overhead for an individual message is only 50 μs.

Woo et al. [145] sent attack messages to the CAN bus network remotely through Bluetooth and OBD-II. For this attack, they presented a lightweight message encryption method based on the advanced encryption standard-128 (AES-128) algorithm. The performance of this proposal was compared with efficient protocol for secure broadcast (EPSB) algorithms [146] and ID table & message counter (IDT & C) [147] for different numbers of ECUs in terms of run-time, response time, and work load of the CAN bus.

2) Methods based on intrusion detection: Methods based on intrusion detection focus on establishing a detection model by analyzing the time series, frequency, and other characteristics of the messages. This kind of method introduces less overhead than using encryption and authentication. However, these methods require a more comprehensive understanding of a vehicle’s CAN protocols. In addition, the false alarm rate of these methods is higher than that of the other kind.

Ning et al. [132] used local outlier factor (LOF) to identify attacks and detect intrusions in automotive networks. Data packets transmitted by different ECUs on the CAN bus produce distinct voltage waveforms. Each ECU corresponds to a unique voltage waveform. By identifying the voltage waveforms, this method is able to detect external malicious intrusion devices. A similar experimental study is presented in [148].

Song et al. [149] proposed a lightweight intrusion detection algorithm for a CAN bus based on an analysis of the time intervals of the CAN messages. This proposal is rooted in the periodicity of the CAN messages. The authors proved that the time interval is a vital element for detecting attacks and the proposal detected all message injection attacks in the experiments. However, their analysis of the intrusion data does not consider complex attack scenarios. Thus, the sensitivity of the detection is low. In addition, attacks aimed at aperiodic messages cannot be detected.

Taylor et al. [150] proposed an anomaly detection method based on the statistics of the traffic in the vehicle network. This method is able to detect injection attacks aimed at messages. However, it cannot detect attacks aimed at aperiodic messages.

Cho et al. [151] proposed a clock-based intrusion detection system which analyzes the clock offsets of the vehicle-mounted message timestamps to detect various attack scenarios. The system verifies a received message by extracting the clock offsets of the ECU and possesses a low false alarm rate.

Marchetti et al. [152] constructed multiple models of normal ID sequences of the collected messages based on the transition matrix group. Each model corresponds to one specific feature. This machine learning method detects injection attacks and possesses low computational overhead. However, the false alarm rate of this method is high.

Taylor et al. [153] proposed a learning model based on a long short term memory (LSTM) network to detect message sequences in the CAN bus. The learning model predicts the next data word from each sender on the bus. The advantage of the model is that there is no need to know the specific protocols of a vehicle. This model also possesses a high false alarm rate.

Kang et al. [154] studied an intrusion detection system using a deep neural network (DNN). The system employs probability-based feature vectors extracted from messages in a vehicle-mounted network to train the parameters of the DNN. For a given message, the DNN provides probability models for different types of message to distinguish between normal messages and attack messages.

Markovitz et al. [155] developed a greedy algorithm to split messages into different fields. Then, a semantically-aware anomaly detection system is built based on the field classification. The simulation yields a satisfactory false positive rate of 1%. However, the sensitivity of this model needs to be further evaluated with respect to actual attacks or modified simulated traffic.

D. CAN FD

CAN with flexible data-rate (CAN FD) was initially introduced as a specification [156] of BOSCH [157] in 2012. Then, it was formally presented in [158]. CAN FD is able to perform standard CAN communication. It shares the physical layer with the CAN as defined in the BOSCH CAN specification [159]. CAN FD can be considered as a protocol which provides efficient distributed real-time control with a high level of security. Safe data transfer, cogent error detection, signaling and self-checking are implemented in CAN FD node. Though
CAN FD is considered to be the next-generation in-vehicle network protocol, it has some security vulnerabilities suffered by CAN [150]. When a CAN data frame is broadcasted, the confidentiality and authentication are not guaranteed. CAN FD is also vulnerable to the above problem and suffers from eavesdropping and replay attacks.

Woo et al. [160] proposed a seven-phase security architecture for in-vehicle CAN FD. The design principles of the architecture are focused on four aspects: confidentiality, authentication, access control, and key management. Based on the analysis of attack models, the proposed architecture contains long-term symmetric key exchange, authenticated key exchange, and encryption/authentication of CAN FD data frames, etc.

Xie et al. [161] pointed out that CAN FD lacks a security authentication mechanism and is vulnerable to masquerade attacks. The authors developed a two-stage security enhancement for real-time parallel in-vehicle applications. The security is enhanced by adding message authentication codes (MACs) to messages. This is the first study towards security enhancement of CAN FD messages for real-time parallel in-vehicle application.

Xie et al. [162] proposed a security-aware obfuscated priority assignment approach for CAN FD messages. As this method is able to obtain tens of thousands of available obfuscated sequences efficiently, the scaling across effects of attacks on a group of autonomous vehicles can be effectively mitigated. This work is beneficial to automakers who suffer from the cascade effect and the recall problem due to automobile cyber attacks.

Xie et al. [163] developed a security enhancement method for independent in-vehicle CAN FD messages. The proposed method is able to dynamically adjust the message authentication code size of an independent message. Then, the payload of CAN FD message is maximized without compromising its hard real-time requirement.

Yu et al. [164] pointed out that unauthorized devices are able to access CAN FD by embedding external intruding devices to in-vehicle networks. The authors proposed an intrusion detection model based on verification of network topology. The above mentioned external intruding devices can be reliably detected with a random walk-based topology construction and subsequent verification.

Xie et al. [165] proposed an AUTOSAR-compliant system model which considers both time and security constraint. Here, AUTOSAR stands for AUTomotive Open System ARchitecture [166]. The model is defined as the basis for the design space exploration (DSE) method of CAN FD. The bandwidth overhead brought by the security constraints can be considered as a basis to evaluate different security enhancement mechanisms and configurations.

Xiao et al. [167] pointed out that a key security mechanism message authentication between ECUs for countering message spoofing and replay attack is crucial to the AUTOSAR-compliant system proposed in [165]. As the session key establishment with AUTOSAR compliance was not well addressed, the authors developed an AUTOSAR-compliant key management architecture. A baseline session key distribution protocol was designed based on the architecture. Moreover, a secret-sharing-based protocol was proposed for the purpose of improving communication efficiency.

Agrawal et al. [168] developed a security architecture for the communication between ECUs on different channels through gateway ECU (GECU). In specific, a group-based method was designed to secure communication between ECUs connected to the CAN FD network. Experimental results showed that using a fast authenticated encryption scheme AEGIS [169] was superior to using individual primitives for encryption and authentication in terms of real-time requirements.

E. Drawbacks of Existing Protection Methods

1) CAN: Most methods based on Encryption/Authentication require an update of the current CAN hardware. Moreover, these algorithms introduce extra computation into the CAN bus. This may affect the real-time performance of the CAN bus. Most existing methods based on intrusion detection can only be applied to a limited number of intrusion scenarios. Moreover, the actual performance of these methods is still unsatisfactory in terms of the false positive rate. In summary, both these types of protection methods contain complicated algorithms and introduce significant computational costs. Thus, the real-time requirements of a CAN bus are hardly met.

2) CAN FD: Though CAN FD is superior to CAN in terms of data payload size and bandwidth consumption, security is not well addressed for CAN FD. All attacks which are possible to CAN are also applicable for CAN FD [168]. With the increasing number of external intruding devices, the real-time performance of security enhancement built on topology construction/optimization is compromised. Moreover, popular security measures for CAN FD are based on encryption/authentication and intrusion detection methods, as well as for CAN. The design and implementation of these techniques are seriously confined by the real-time requirements for autonomous driving systems.

VI. V2X COMMUNICATION SECURITY

When an autonomous vehicle is on the road, it becomes part of the IoV. V2X is a catch-all term for the communication mechanisms of the IoV. As mentioned in Section I, these mechanisms usually include vehicle-to-vehicle, vehicle-to-infrastructure, vehicle-to-pedestrian, and vehicle-to-network. A vehicle can obtain a series of traffic information (e.g., real-time traffic status, pedestrians, status of surrounding vehicles) with V2X. Protecting the security of V2X communication is an important domain of autonomous driving. In this section, we discuss the potential security risks of V2X and corresponding solutions.

A. V2X Communication

The four kinds of communication in the V2X are shown in Fig. 5: V2V, V2I, V2P, and V2N. In V2V, the most common application scenarios are urban streets and highways, where...
vehicles send data to each other for information sharing. This information includes the vehicle’s speed, direction of motion, acceleration, braking, relative position, steering, etc. Data related to safety is shared among the neighboring vehicles. By predicting the driving behavior of other vehicles, a vehicle is able to take safety measures in advance. In V2I, vehicle-mounted devices communicate with the infrastructure point roadside units (RSUs). The RSUs obtain information about nearby vehicles and publish real-time information on Internet portals. In V2P, vehicles identify the behavior of nearby pedestrians with multiple sensors. When necessary, warnings can be issued with lights and the horn. It is expected that pedestrians will then become aware of the potential danger. In V2N, vehicle-mounted devices communicate with cloud servers to exchange information. The cloud stores and analyzes the uploaded data to provide various services to the vehicles, such as navigation, remote monitoring, emergency assistance, and in-car entertainment.

![V2X Communication Network](image)

**Fig. 5. V2X communication network.**

### 2. V2X Communication Attacks and Solutions

Hasrouny et al. [170] presented a classification of attacks on V2X based on the compromised services. The attacks are classified into four groups: Authenticity/Identification, Availability, Data Integrity, and Confidentiality. Here, we conduct an in-depth study based on this classification and review several notable publications. Representative studies of these four categories are summarized in Table [1][1].

**1) Authenticity/Identification attacks and countermeasures:**

- **Sybil attack.** In a vehicular ad hoc network (VANET), a vehicle joining the network becomes a wireless node. Since a node may join and leave a VANET freely, data is backed up among multiple nodes to enhance its availability to the network. An attacker may use a single malicious node to masquerade multiple identities, data being backed up in the same malicious node. Similarly, malicious messages can be propagated to other nodes by the same malicious node with multiple identities. For example, an attacker may propagate a fake traffic scene to several nodes. When another normal node in the network receives the fake traffic scene from those nodes, the normal node may modify its driving route. This may lead to a traffic accident [206]. Park et al. [171] proposed a detection method based on timestamp series. The method does not need a special vehicular PKI to authenticate a vehicle. A certificate can be issued by an RSU. The certificate signed by the RSU contains the current timestamp. In general, the likelihood of two vehicles passing through multiple RSUs simultaneously is vanishingly small. Thus, a Sybil attack can be detected by checking the similarity of the timestamp series. Li et al. [172] introduced a public key encryption model of pseudonym generation. This scheme allows a legitimate third party to obtain the real ID of a vehicle for identity authentication. The self-generated PKC-based pseudonyms are used as identifiers to protect privacy. Regional trusted authorities periodically propagate the current public key by RSUs. The current public key can be used for PKC-based generation of pseudonyms when a vehicle needs to update its current pseudonym or generate a new pseudonym. Yao et al. [173] proposed a method for detecting Sybil attacks based on vehicular voiceprints. Previous work based on RSSI calculates the relative position or absolute position based on the average value of the received signal strength indicator (RSSI). However, there is a common disadvantage in that illegal nodes which intentionally manipulate the transmission power during a Sybil attack cannot be identified. In [173], RSSI time series are used as vehicle-mounted speech to measure the similarity of the received series. Feng et al. [174] proposed an event-based reputation system (EBRS) to detect a Sybil attack on a VANET. In order to protect privacy, vehicles use pseudonyms instead of real identities to send messages in V2V communication and V2I communication. Each vehicle is issued a local certificate by a trusted RSU within its communication range. EBRS detects a Sybil attack by verifying the vehicle’s local certificate. The EBRS establishes dynamic reputation and trusted value for each event message in VANET. If both the reputation value and the trusted value of a message are smaller than a given threshold, the message should not be propagated.

- **Key or certificate replication attack.** An attacker sniffs the network to obtain a certificate/key. The obtained credentials are then sent to an authentication server to declare its legal identity [207]. Azees et al. [208] proposed an efficient anonymous authentication scheme with conditional privacy-preserving (EAAP) to deal with key or certificate replication attacks on a VANET. The EAAP includes five main parts: 1) Registration and Key Generation, 2) Anonymous Certificate Generation, 3) Signature Generation, 4) Verification, and 5) Conditional...
Table I: Attacks on V2X.

<table>
<thead>
<tr>
<th>Attack Classification</th>
<th>Attack</th>
<th>Attack Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Authenticity/Identification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GNS Spoofing</td>
<td>[177]</td>
<td>Provide false location information</td>
</tr>
<tr>
<td>Timing</td>
<td>[179]</td>
<td>Introduce transmission delay</td>
</tr>
<tr>
<td><strong>Availability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DoS</td>
<td>[181]</td>
<td>Send numerous useless requests to compromise service availability</td>
</tr>
<tr>
<td>DDos</td>
<td>[182]</td>
<td>Launch multiple DoS attacks from different nodes</td>
</tr>
<tr>
<td>Flooding</td>
<td>[183]</td>
<td>Send spam messages to consume bandwidth</td>
</tr>
<tr>
<td>Wormhole</td>
<td>[188]</td>
<td>Broadcast false messages in the network</td>
</tr>
<tr>
<td>Malware</td>
<td>[190]</td>
<td>Send packets over private channels</td>
</tr>
<tr>
<td>Jamming</td>
<td>[194]</td>
<td>Discard relayed packets</td>
</tr>
<tr>
<td>Broadcast Jamming</td>
<td>[196]</td>
<td>Inject viruses into software by insiders</td>
</tr>
<tr>
<td><strong>Data Integrity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masquerading</td>
<td>[196]</td>
<td>Transmit interference signals to communication channels</td>
</tr>
<tr>
<td>Replay</td>
<td>[198]</td>
<td>Tamper with security messages in communication channels</td>
</tr>
<tr>
<td>Illusion</td>
<td>[201]</td>
<td></td>
</tr>
<tr>
<td>Message Alteration</td>
<td>[203]</td>
<td></td>
</tr>
<tr>
<td><strong>Confidentiality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traffic Analysis</td>
<td>[204]</td>
<td>Monitor the network and analyze packets to infer sensitive information</td>
</tr>
<tr>
<td>Eavesdropping</td>
<td>[205]</td>
<td>Obtain confidential data by unauthorized access</td>
</tr>
</tbody>
</table>

Tracking. The conditional tracking mechanism of the EAP reveals the true identity of a malicious vehicle. Experimental results show that the EAP has high computational efficiency during certificate and signature verification. Oulhaci et al. [176] proposed a distributed vehicle authentication architecture based on public keys. A trusted root authority is used to authorize a group of regional certification authorities. These certification authorities issue public key certificates to the vehicles. The root authority supervises the regional certification authorities. Each regional certification authority cooperates with its subordinate RSUs to sign public key certificates by threshold signature.

- **GNS spoofing attack.** In a VANET, accurate and reliable location information is crucial to the operation of the whole network. An interference system designed by hackers generates false navigation signals which mislead the GNSS navigation of a vehicle. As the planning of autonomous vehicles is highly dependent on the sensor data, this attack is quite serious for an autonomous vehicle. Curran et al. [177] proposed a method which uses uncalibrated low-cost IMUs to detect GNSS spoofing attacks. This method is based on a test of the coherency between the GNSS and the IMU. Both the norms of the acceleration vectors and the rotational rate vectors are extracted to conduct a comparison between the GNSS and the IMUs. However, a subsequent study showed that ultrasonic pulses can stimulate certain microelectro mechanical systems (MEMS) sensors. This may cause IMUs to generate false measurements. Wang et al. [178] proposed a method based on edge computing to reconstruct unavailable and untrustworthy GPS signals. Firstly, the information of the GPS signals received by the edge nodes is cross-verified. Then, the GPS signals are reconstructed using the driving information (e.g., speed, steering angle) obtained from the CAN bus. The implementation of this method does not require the vehicles to carry any additional equipment (e.g., antenna, receiver).

- **Timing attack.** The timing attack is to delay the transmission of messages with high real-time requirements. As most messages with high real-time requirements are critical to the operation of a vehicle and the whole VANET, a malicious node in the network which introduces abnormal latency to certain messages is of great harm. Chuang et al. [179] proposed a decentralized lightweight authentication mechanism called the trust-extended authentication mechanism (TEAM). This framework adopts a transferable trust relationship to improve the performance of the authentication process in a VANET. As it only uses an XOR operation and a hash function, the computational cost is acceptable.

Arsalan et al. [180] proposed a protocol timing attack prevention (TAP) method based on a software defined network (SDN) [212], referred to as data networking (NDN) [213], to address the problem of the timing attack on a VANET. The protocol detects and mitigates the effect of an attacker vehicle in a software defined named data network (SDNDN). In an SDNDN with a VANET architecture, there is a centralized controller which manages and controls the entire network. When vehicle A sends a packet P to vehicle B, A’s 2D Cartesian coordinates and vehicle ID are set to the packet. When vehicle B receives packet P, it records the packet arrival time (PAT). The time packet P arrived at vehicle A is called previous packet arrival time (PPAT). In the detection phrase, vehicle B asks the centralized controller for the PPAT. In the detection phrase, vehicle B calculates the distance between the two vehicles by the coordinates. Given the signal’s propagation speed, the theoretical propagation time between the two vehicles is obtained. Thus, whether a certain delay was introduced by vehicle A can be determined.

2) Availability attacks and countermeasures:

- **Denial of Service (DoS) attack.** A DoS attack aims to exhaust the resources of a VANET by sending a large number of useless requests. In this case, normal requests from valid users cannot get served. This type of attack...
can be launched by malicious nodes inside or outside the network. When the network is filled with artificial malicious information, legitimate network nodes (e.g., onboard units, roadside units) are unable to work normally due to the scarcity of resources [214]. An enhanced version of the DoS attack is the distributed denial of service (DDoS) attack. An attacker can control a large number of victim nodes to perform many DoS attacks on a VANET. These victim nodes are called zombie nodes. There are two scenarios for the DDoS attack on a VANET [185]: 1) DDoS in V2V communication. Zombie nodes send message requests to a victim vehicle from different locations and time slots. For different types of nodes, the attacker can change the time slots and the content of the message requests. The attacker aims to overload the victim vehicle and bring down the network. As a result, the victim cannot access network resources. 2) DDoS in V2I communication. Attacks are launched from vehicles in different locations and the target is the RSUs. When the RSUs are overloaded, they are unable to respond to valid requests from normal nodes. Perrig et al. [181] proposed a timed efficient stream loss-tolerant authentication (TESLA) model. This proposal uses hash algorithm and single key encryption technologies to provide high quality authentication with low overhead. However, TESLA is vulnerable to memory-based DoS attacks. To address this problem, Studer et al. [182] proposed an effective authentication model for broadcast messages using symmetric cryptography and a delayed key. This model is called TESLA++, which is considered to be an improved version of TESLA. This model validates the broadcast messages and filters out malicious messages. The advantage of TESLA++ is the prevention of memory-based and computation-based DoS attacks. In addition, an authentication scheme named VAST is proposed to combine the advantages of fast authentication and non-repudiation of elliptic curve digital signature algorithm (ECDSA) with the advantage of TESLA++. The combination of ECDSA and TESLA++ is able to provide an effective authentication of messages in a VANET. Liu et al. [183] designed a puzzle-based co-authentication (PCA) scheme. This scheme includes two main parts: 1) Several hash puzzles are designed to limit the ability of attackers to forge certificates so as to carry out DoS attacks. 2) In identity authentication, trusted clusters are constructed among trusted vehicles. Authentication mechanisms based on trusted clusters reduce the computational overhead introduced by communication among legal vehicles. Thus, the authentication is accelerated. Jie et al. [184] proposed a mechanism to detect and filter malicious messages in a VANET by introducing port hopping [215] and a singular linear space [216]. This mechanism includes two parts: 1) A series of Anzahl formulas in singular linear space are used to construct a defense strategy in the form of matrices. 2) A simple port hopping method is proposed to deal with any vulnerabilities of the ports. For the messages in V2V and V2I, the attacker aims to detect UDP/TCP headers for vulnerable service ports. In this method, the port number of a service dynamically changes based on a function of time. By sharing cryptographic keys between server and user, the port number varies based on these keys.  

- **Spamming attack.** Spamming attack is a type of denial-of-service attack (DoS) attack. In this type of attack, a large amount of spam is sent over the network to consume bandwidth, thereby increasing transmission delay on VANET [217]. Due to the lack of centralized management of the transmission medium, spamming control becomes considerably difficult. Malla et al. [186] proposed a redundancy elimination mechanism consisting of a rate decreasing algorithm and a state transition mechanism. This method is mainly divided into two steps: 1) Rate decreasing algorithm: Since there is a high chance of packet loss and connection loss in VANET, emergency warning messages (EVM) will be retransmitted at a certain rate, which might cause a broadcast storm or some extension of DoS attacks. Thus, the retransmission rate is reduced to half after a certain threshold time. If the nearest neighbor node detects that the source node does not decrease this rate, the intermediate node and the neighboring nodes will decide whether or not to block the source node based on the majority voting scheme. 2) State transition: All nodes must start from the initial abnormal state, starting transmitting EVM following rate decreasing algorithm reaches a state where the retransmission rate is 0 after a certain threshold time. Their experimental results show that this method can effectively control network traffic congestion, broadcast storm, and other malicious behaviors.  

- **Flooding attack.** Flooding attack is also a type of DoS attack. The attacker broadcasts fake messages to the VANET through malicious nodes, which can consume a lot of resources and reduce the throughput of the network. In this case, the network stop service for a certain time period [218]. Faghihniya et al. [187] proposed a method, called the bus ad hoc on-demand distance vector (B-AODV) protocol, for detecting the route request (RREQ) flooding attack. In this method, balance index is obtained by combination of two statistical features: the mean number of RREQ and the dispersion number of RREQ. In addition, the balance index is used for detecting and preventing the RREQ flooding attack. The balance index is calculated when each node receives the RREQ packet. If the number of RREQs of the source node is greater than the balance index, the receiver node drops the RREQ. The experimental results obtained in this study show that B-AODV is capable of resisting flooding attacks and preventing the loss of network bandwidth.  

- **Wormhole attack.** In VANET, a wormhole attack involves an attack in which the malicious nodes use the private channel already established in the network to transmit information that has been stolen from the network to another location in the network instead of transmitting it via a normal network connection. A malicious node can make any possible attack, such as packet dropping, data tampering, traffic analysis, etc., on the data passing through the network.
through the wormhole tunnel [219]. Safi et al. [188] used a packet leash and an authentication method called HEAP. The leash sets a maximum limit on the transmission distance of the packets in order to ensure that the communication distance between the sender and receiver of the data packet does not exceed the given maximum range. HEAP uses an improved hash message authentication code (HMAC)-based algorithm and two keys for authenticating each hop packet. The advantage of this approach is its low overhead. Ali et al. [189] used the public key cryptosystem RSA and symmetric key encryption technology to broadcast messages securely. In this method, the shared key is allocated using RSA and the packets are encrypted using the shared key. When a receiver receives the packet, it is decrypted using the shared key. By finding the identifier ID of the source node in the packet, the receiver can know the location of the sending node. By calculating the time at which the sending node sends the packet to the receiving node, the expected time at which the receiving node receives the packet can be determined. This method can effectively prevent a wormhole attack in VANET. However, if this method is applied to a VANET with a large number of nodes, a large amount of computation will be required, leading to substantial power consumption.

- **Blackhole attack.** The blackhole attack is a conventional attack against the availability of VANET. After receiving the routing request packet, the malicious nodes in the network will claim to be the nearest nodes with low latency to the destination node, and thus many nodes will choose them as the next-hop node for data packet forwarding. In the stage of data transmission, the malicious nodes usually directly discard the data packet without forwarding it. As a result, packet loss will occur in VANET [220]. Daeinabi et al. [190] proposed an algorithm called detection of malicious vehicles for detecting malicious vehicles that drop packets and isolate them from the normal vehicles. The algorithm introduces a distrust value to each vehicle, which is used for estimating the trustiness value of each vehicle when forwarding packets to them. Each vehicle is monitored by some of the more reliable verifier vehicles around it. If these verifier vehicles observe abnormal behavior in a vehicle, the distrust value of the vehicle will increase. When the distrust value of a vehicle is greater than a given threshold, its ID is reported to a third-party certification authority. The simulation results obtained from this study show that this algorithm can detect most malicious vehicles in VANET. Baiad et al. [191] proposed a cross-layer cooperative blackhole attack detection scheme that consists of three main layers of defense: 1) In the physical layer, each legitimate vehicle is assigned a signature key. A few trusted nodes are selected as the monitoring nodes of the physical layer. Based on the signature key and the maximum likelihood test, each of these monitoring nodes determines whether the detected node is a legitimate user or not. Since the physical layer might have interference because of noise or other physical signals and cause detection errors, further detection is required. 2) In the network layer, the watchdog monitoring technology is used for monitoring the messages transmitted from a source node to a destination node to further improve the verification reliability. Since the watchdog monitoring technology detects whether a legitimate conflict is malicious or not, it is necessary to further detection at the medium access control (MAC) layer. 3) In the MAC layer, the number of sent request to send (RTS) packets and the number of received clear to send (CTS) packets are calculated and compared to distinguish whether packet loss is caused by a conflict or an attack, in order to further reduce the false positive rate. Abdulkader et al. [192] proposed a routing protocol called lifetime improving ad hoc on-demand distance vector (LI-AODV) to deal with the blackhole attack in VANET. In this method, the RREQ message from the source node is sent to all of its neighboring nodes. These nodes receive the message and generate a route reply (RREP) return message. The authors choose the best path from the source node to the destination node by using a path rater. Based on the transmission of the RREQ and RREP messages among these nodes, they developed six rules to analyze the behavior of the nodes to determine the malicious node among them. When the malicious node is found, the path rater chooses the best alternative path in the network to continue the message transmission and deletes the detected malicious node in the network. The experimental results of this study show that the method has a higher true positive detection rate and a lower false-positive detection rate.

- **Malware attack.** In a malware attack, when on-board units (OBUs) and roadside units (RSUs) need patches or software updates, it is possible that malware, such as computer viruses, can disturb the operation of the network [221]. This type of attacker is usually a malicious insider rather than an outsider. Such an attack can be mitigated by using anti-malware or firewalls [193].

- **Jamming attack.** In a jamming attack, a moving vehicle is used as a node. The nodes communicate with each other by transmitting radio frequency (RF) signals. However, due to the low reliability of mobile computing and the high scalability of the system in a wireless environment, attackers can launch high-power interference signals to the communication channel, causing the node to reduce or even lose the ability to receive data packets [222]. Mokdad et al. [194] proposed a new algorithm, called DJAVAN, to detect interference attacks in VANET. This method calculates the packet delivery ratio (PDR) in the MAC layer. The PDR is calculated from the ratio of the number of packets that pass the cyclic redundancy check (CRC) to the number of packets received. The experimental results of this study showed that the PDR value decreases faster when the vehicle is closer to the jammer. Karagiannis et al. [195] proposed an unsupervised learning method to detect jamming attacks on vehicle communication. The previously developed methods cannot distinguish between intentional and unintentional interferences using various metrics such as signal-to-
interference-and-noise ratio (SINR), PDR, received signal strength, and interference (RSSI)). Therefore, the method developed by them utilizes a new metric, namely, the change in the relative speed between the jammer vehicle and the receiver vehicle and the parameters that can be obtained from the on-board wireless communication equipment on the receiving vehicle. In this study, the unique characteristics of each jamming attack were identified by unsupervised learning with clustering. Abderrahim et al. [223] proposed an analytical jamming model which is able to determine thresholds more accurately in threshold-based detection methods. However, threshold-based detection methods are not suitable for real-time applications. Therefore, a MAC-based real-time medium-access -control-based detection method is proposed. This method distinguishes competition conflict and jamming attack in VANET. Thus, the false alarm rate is reduced effectively.

- **Broadcast tampering attack.** In this type of attack, by injecting false security information into the network or tampering with the broadcast security messages, attackers force the legitimate vehicles to make choices that are not good for themselves, which might cause traffic accidents or increase the traffic flow on a certain road [224]. Wasef et al. [197] first described that PKI is a viable mechanism to protect VANET. Then, some limitations of PKI are also presented. For example, PKI does not meet security requirements such as location privacy, efficient authentication, and distributed and fair revocation. To address the above shortcomings, some complementary security mechanisms are introduced (e.g., appending a hash message authentication code to an outgoing signed message). Experimental results showed that the proposed mechanism alleviated DoS attacks in VANET. He et al. [196] proposed a lightweight and efficient broadcast authentication scheme, which mainly adopted a one-way hash chain and group key update technology. Instead of attaching an HMAC to the message, they appended a chain value of the one-way hash chain to the message. The receiver vehicle will verify the signature of the message only after the message has passed the pre-authentication based on the one-way hash chain; otherwise, it will refuse to verify the signature. Once abnormal behavior of a vehicle is detected, the trusted authority (TA) will immediately revoke its group key, and the abnormal vehicle cannot obtain the new group key. Experimental results show that their method can effectively alleviate broadcast tampering attacks and reduce resource consumption on VANET.

3) **Data integrity attacks and countermeasures:**

- **Masquerading attack.** In this type of attack, attackers use forged identities to gain informal access to the network. In this way, they can alter or discard data packets transmitted in VANET. An example of this type of attack is a malicious node disguising itself as an emergency vehicle to force other vehicles to slow down or stop [219] [225]. Malhi et al. [198] proposed a framework that uses genetic algorithms to detect and prevent masquerading attacks in VANET. In this framework, a vehicle calculates the fitness value using a fitness calculator and transmits this value to an RSU within its driving range. A comparator is used for comparing the fitness value calculated by the RSU to that calculated by the vehicle. If the comparator is able to match the two fitness values, a pseudonym generator assigns a pseudonym to the vehicle. Otherwise, the vehicle information is discarded, and the vehicle credentials are canceled.

- **Replay attack.** In this type of attack, malicious vehicles repeatedly send messages from a certain time period in the past to other vehicles, causing them to be cheated and thereby achieving the purpose of traffic jams. For example, a malicious vehicle saves messages about a traffic accident from a certain time period in the past and uses it to deceive other vehicles after the message expires [226]. Li et al. [129] evaluated the trustworthiness of traffic data and vehicle nodes and proposed an anti-resistant trust (ART) management scheme. In this scheme, the trustworthiness of the data and nodes are modeled and evaluated as two independent metrics, namely, data trust and node trust. Data trust is used for evaluating the reliability of the traffic data, whereas node trust is used for evaluating the degree of trust of the nodes in VANET. The data trust is evaluated based on the collected data and is sensed from multiple vehicles. The node trust is evaluated from two aspects, namely, the functional trust, which corresponds to the possibility of a node realizing its function, and recommendation trust, which corresponds to the recommendation credibility of a node with respect to other nodes. Experimental results from this study show that this scheme can accurately evaluate the trustworthiness of nodes and data in VANET and can deal with various types of malicious attacks. Alazzawi et al. [200] proposed a scheme to deal with the replay attack in VANET. The scheme consists of six stages: In phase A, the vehicle needs to send a “joining request” message to the nearest RSU, following which the RSU needs to establish a connection with a TA to verify the validity of the vehicle. In phase B, after the vehicle has obtained approval and a signature by the RSU, it will periodically broadcast beacon messages (including its position, speed, acceleration, etc.) to neighboring vehicles and nearby RSUs and insert a current timestamp into the message. In phase C, when the signature expires, the vehicle needs to send an “update signature” message to the same RSU to update the signature. Before the RSU processes the message, it first checks the validity of the timestamp. In phase D, the vehicle restarts broadcasting beacons and will continue even when it is within the range of another RSU. In phase E, the vehicle can update the expired signature by sending an “update signature” message to other RSUs. In Phase F, if an authenticated vehicle starts broadcasting false messages on VANET, the TA will continue to track the vehicle and revoke its permissions. Compared to the previous ID-based schemes [227] [228], the overall communication overhead of this scheme is
lower.
- **Illusion attack.** In an illusion attack, an attacker manages to fake sensor readings on their vehicle to create fake traffic messages and broadcasts them to the neighboring nodes to cause traffic jams [229]. Lo et al. [201] used a plausibility network checking module and a rule database to verify the credibility of the message, mainly by checking whether the timestamp, speed, and other element fields of the given message conform to the corresponding predefined ruleset of the rule database. If the verification fails, it will be discarded. Zacharias et al. [202] proposed a framework called the misbehavior detection system (MDS) to detect an illusion attack in VANET. The framework is based on two independent sensors (on-board camera sensor system, V2X communication sensor system) to measure the local traffic density and use it as evidence for specific traffic conditions. Multiple lines of evidence from two sensor systems are fused together using Dempster’s rule to determine whether there is an illusion attack.
- **Message alteration attack.** In this type of attack, the attacker alters the data packets in the network by adding, deleting, or discarding the data, resulting in the data integrity being broken [230]. Zhu et al. [203] divided the network into multiple domains, in which an RSU is responsible for allocating group private keys to localize the management of vehicles. This scheme uses HMAC to replace the time-consuming certificate revocation list (CRL) checking. HMAC works by appending a MAC to the message to verify the source and integrity of the message. In this work, the authors have adopted collaborative message authentication between vehicles, which implies that only a small number of messages need to be validated per vehicle, greatly reducing the authentication burden. Their experimental results show that this scheme can satisfy the requirement of verifying hundreds of messages per second in VANET.

4) Confidentiality attacks and countermeasures:
- **Traffic analysis attack.** In this type of attack, the attacker analyzes the traffic messages in V2X communication, extracts and collects as much information as possible that is beneficial to them (e.g., location of the vehicle, driving path of the vehicle), and induces bad behavior in other vehicles, which violates the data confidentiality in VANET [231]. Cencioni et al. [204] proposed a communication protocol called vehicle-to-infrastructure privacy enforcement protocol (VIPER) to deal with traffic analysis attacks in VANET. In order to prevent the attacker from learning the identity of the message sender from the message field, VIPER uses universal re-encryption [232] to encrypt each message. In particular, the message sender uses the public key of an RSU and a secret encryption factor to encrypt the message, each relay vehicle re-encrypts the message using its own encryption factor, and the RSU decrypts the message using its own private key. As the relay vehicle re-encrypts each forwarded message with its own secret encryption factor, the message encoding constantly changes with each relay vehicle, making it impossible for an attacker to track the message. Experimental results have shown that VIPER performs well on two key performance metrics, namely, queue occupancy and message delivery time.
- **Eavesdropping attack.** Due to the broadcast nature of wireless communication of VANET, the communication among vehicles might be eavesdropped by illegal users. Eavesdropping attack is a common attack against confidentiality that is usually launched at the network layer. In this type of attack, the attacker obtains confidential data, such as the location data used to track a vehicle, for their own purposes [233]. Dai et al. [205] proposed a security framework based on indirect reciprocity. The framework assigns a scalar reputation to each vehicle node in VANET and this is used for estimating how dangerous each node is to the VANET. The sending node uses the consensus mechanism and an encryption algorithm in the blockchain technology to record the behavior of other vehicle nodes in order to prevent the reputation of VANET from being tampered with by malicious nodes. The authors also proposed reinforcement learning based on the action selection strategy for a node to select reliable relay vehicle nodes or to choose whether to receive messages from source nodes or not.

C. V2X Communication Simulators

The research of V2X communication security requires powerful experimental support. Since experiments in a real environment consume manpower and other material resources, excessive experiments may be a waste of time for immature autonomous driving technologies. Therefore, simulators play an important role in the research of V2X communication security. Generally speaking, two kinds of simulators are involved: network simulator and traffic simulator. Network simulators are used to test the performance of network protocols and applications, while traffic simulators are used to generate vehicle trajectories. Table I summarizes popular simulators for the research of V2X communication.

D. Drawbacks of Existing Countermeasures

Most existing countermeasures against V2X attacks require certain authentication schemes. As V2X related devices have limited computing resources and storage capacity, designing a secure and efficient authentication solution is quite challenging. Two key factors are as follows.

1) **Lightweight:** Most existing authentication protocols are based on elliptic curve or bilinear pairings. The protocols have high computational and communication overhead. For a large V2X communication network, lightweight solutions should be developed.

2) **Mutual authentication:** Most existing authentication protocols only conduct unilateral authentication. For instance, the receiver of a message can confirm the identity of the sender, while the sender cannot confirm whether the receiver is a legitimate user. Mutual authentication can guarantee a secure communication.
E. Blockchain-based Security Measures for Vehicular Networks

For the countermeasures elaborated in Section VI-B, there is another challenging factor: decentralization. Most existing authentication protocols need trusted third party organizations to complete key distribution and authentication functionalities. The security of these authentication protocols heavily relies on third party organizations. However, a centralized third party organization is likely to be compromised. The concept of decentralization should be introduced.

Since V2X communication is conducted in VANET, V2X communication security can be tackled from another perspective: a vehicular network. As a powerful mathematical package which is born with decentralization, blockchain has attracted much research attention. Yang et al. [245] proposed a decentralized blockchain-based trust management system for vehicular networks. Messages received by a vehicle can be validated with neighboring vehicles by a Bayesian inference model. A block is constructed based on the validation results by RSUs. The trust blockchain is maintained by all the RSUs. This proposal is able to collect, calculate, and store trust values in vehicular networks.

Zhang et al. [246] developed an AI-enabled trust management system which is similar to the proposal in [245]. The AI package used in the system is deep learning algorithm. Trust is maintained by all the RSUs. This system is able to detect malicious vehicles efficiently.

Zheng et al. [247] proposed a blockchain-based secure computation offloading model for edge cloud offloading. To achieve consensus in vehicular networks, the authors developed a distributed hierarchical software-defined VANET (SDV) security architecture. The blockchain technique is used to conduct access control for the purpose of protecting the cloud from illegal offloading actions.

Li et al. [248] developed a fair and anonymous scheme for advertising in vehicular networks. The basis of the scheme is a blockchain-based ad dissemination framework. The fairness is achieved using the Merkle hash tree and smart contracts. The anonymity is ensured with zero-knowledge proof techniques.

Kudva et al. [249] proposed a method called proof of driving (PoD). It is used to randomize the selection of honest miners for generating the blocks efficiently for blockchain-based VANET applications. An efficient and fair selection of miners is achieved. Experimental results showed that high quality smaller consensus sets were obtained. These sets were effective on preventing malicious vehicle nodes from participating in consensus.

Ma et al. [250] developed a decentralized key management mechanism based on blockchain for VANET. The registration, update, and revocation of vehicle’s public key are automatically conducted. Experimental results showed that the proposal was superior to traditional certificate-based PKI scheme in VANET.

Chen et al. [251] proposed a traceable and authenticated key negotiation scheme based on blockchain. The key availability is guaranteed with timeliness. The scheme can be used for data sharing and electric transactions among vehicles.

Kaur et al. [252] developed a blockchain-based authentication mechanism for vehicular fog infrastructure. A cross-datacenter authentication and key-exchange scheme based on blockchain and elliptic curve cryptography (ECC) was elaborated. The distributed ledger of blockchain maintains the network information while the highly secure ECC is used for mutual authentication between vehicles and RSUs.

For the above recent advances of blockchain-based security measures for vehicular networks, Table III shows their features and attacks which could be defended.

TABLE III
FEATURES AND ATTACK DEFENSE OF BLOCKCHAIN-BASED MEASURES.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Feature</th>
<th>Attack defense</th>
</tr>
</thead>
<tbody>
<tr>
<td>[245]</td>
<td>trust management</td>
<td>message spoofing attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bad mouthing attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ballot stuffing attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>data tempering</td>
</tr>
<tr>
<td>[246]</td>
<td>trust management</td>
<td>simple attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bad mouth attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>zigzag attack</td>
</tr>
<tr>
<td>[247]</td>
<td>access control</td>
<td>identity masquerading</td>
</tr>
<tr>
<td>[248]</td>
<td>fairness &amp; anonymity</td>
<td>free-riding attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>double-claim attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>repudiation attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>forgeability attack</td>
</tr>
<tr>
<td>[249]</td>
<td>miner selection</td>
<td>hash guessing attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>transaction modification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>observe-act attack</td>
</tr>
<tr>
<td>[250]</td>
<td>key management</td>
<td>eavesdropping attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>public key tampering attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DoS attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>collusion attack</td>
</tr>
<tr>
<td>[251]</td>
<td>key negotiation</td>
<td>man-in-the-middle attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>packet-dropping attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>decryption failure attack</td>
</tr>
<tr>
<td>[252]</td>
<td>authentication</td>
<td>replay attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td>impersonation attack</td>
</tr>
</tbody>
</table>
VII. DISCUSSION AND SOLUTION

A. Real-world Cases

Table [IV] presents a summary of the 2019 and 2020 autonomous vehicle disengagement reports released by the California Department of Motor Vehicles [253]. It provides a detailed description of the total mileage traveled by the test vehicles in the autonomous driving mode, the number of test vehicles, the total number of disengagements, and the miles per intervention (MPI). Among these indicators, the MPI is the primary measure. In 2019, the test vehicles of Waymo have the longest total mileage, with an average traveled distance of 13,219 miles and requiring a manual takeover. The test vehicles of AutoX have the least number of takeovers, with an average traveled distance of 10,684 miles and requiring a manual takeover. However, its total mileage is relatively short. Although Baidu only deployed four autonomous driving test vehicles, it ran a total of 108,300 miles in 2019 with only six manual takeovers. In 2020, the MPI of Waymo’s autonomous vehicles rises to 29,945 miles which is the best performance among all autonomous driving companies. Cruise follows closely with its MPI increased from 12,221 miles in 2019 to 28,520 miles in 2020.

Besides the above summary of disengagement reports. We also studied some real-world cases which are related to the security of autonomous driving. Six representative cases of the four security dimensions elaborated previously are described as follows.

1) Sensor security: In May 2016, a Tesla Model S with autopilot enabled in it crashed into a towed truck while turning left on a highway in Florida, USA, causing the driver’s death [254]. The self-driving car was equipped with the Mobileye EyeQ3 vision system mounted in the middle of the windshield, a millimeter-wave radar under the front bumper, and 12 ultrasonic sensors around the body. The camera view on the Tesla car was blocked when the white truck turned, and at the same time, coupled with the interference of strong ambient light, the camera could not recognize the vehicles on the ground. The installation position of the millimeter-wave radar was too low, and the height of the chassis of the truck was higher than the detection distance of the millimeter-wave radar, which led to the failure of radar perception. In the case of an ultrasonic radar, since its measurement distance is generally short, it is impossible to detect longitudinal obstacles when driving at high speed. In general, this accident shows that the combination of the Mobileye vision system with the perception of the millimeter-wave radar is insufficient for solving the situation in the accident.

In June 2020, a Tesla car with autopilot enabled in it collided with a white truck [255]. Eight cameras and 12 millimeter-wave radars were installed around the car’s body. The cameras were used for object recognition, whereas the radars were mainly used for measuring and following the speed of the vehicle on its front and its recognition rate for complex types of static objects was not high. In the sensor fusion process, only when the camera recognizes the vehicle in its front, can it be called the speed measurement information of the radar. This is because the camera recognizes obstacles based on the illumination and the physical colors of the surroundings. In this accident, the color of the vehicle in front of the car and the surrounding environment was similar. In addition, interference of strong ambient light led to an erroneous judgment of the camera. It is believed that there were no obstacles in front of the car. Another reason could be the limitation of the training data used in the camera vision algorithm. The deep learning model might not have been able to classify the top of the truck box, which led to the failure of its perception.

2) Operating system security: In March 2018, in Arizona, USA, an unmanned Uber vehicle collided with a cyclist during a road test, causing the world’s first unmanned driving accident in which a pedestrian died [256]. The unmanned vehicle was equipped with seven cameras, a 64-line LiDAR instrument, and multiple millimeter-wave radars. When the sensors detect pedestrians, the information is delivered to the central processing unit of the vehicle for processing in order to control the next move of the vehicle. According to the NTSB report, Uber found that the data collected by the camera, LiDAR, and radar on the unmanned vehicle were normal, and the LiDAR had detected the cyclist crossing the road 5.6 s before the accident. However, the classification of objects in the autonomous driving system was erroneous, and this led to the failure of the software to correctly predict the victim’s category and movement trajectory. The automated emergency braking system is generally required to turn on 1.3 s before the collision, but Uber disabled this function to prevent erratic driving [257].

3) Control system security: In June 2015, two security experts, Charlie and Chris, used system vulnerabilities to remotely control a Chrysler Jeep car multimedia system to obtain permission for remotely sending commands to the CAN bus [258]. Without the user’s knowledge, the driving speed of the car was reduced and ignition is turned off. Either the car engine suddenly braked or the brakes failed, causing 1.4 million vehicles to be returned to the factory for repair. This incident has exposed many security issues of the vehicle network, such as the use of the same cellular network for communicating with the device, lack of code signing, and no automatic update function, and these undoubtedly provide opportunities for hackers to attack vehicles. In addition, hackers can also use features such as the data flow entering the vehicle from the infrastructure to launch new attack channels against the vehicle.

4) V2X communication security: In November 2016, researchers from the Norwegian security service company Promon obtained the username and password of a Tesla APP account when they hacked into the user’s mobile phone [259]. By logging into the Tesla Internet of Vehicles service platform, they could locate, track, unlock, and start the vehicle at any time, eventually leading to the vehicle being stolen. In January 2018, a hacker attacked the data server of the car-sharing service provider GoGet, using the company’s server to access the company’s fleet and download user information, resulting in the leakage of a large amount of private data of car owners [260].

The main reason for the above two incidents is that
gateway isolates and controls access between the vehicle network and the internet and vehicle subnetworks, and identifies instructions, detects and prevents abnormal network behavior and operation instructions of untrusted vehicles in order to ensure vehicle network security.

3) **In-car application layer:** Based on the chip hardware security, from operating system guidance to running applications, a credibility measurement is performed throughout the entire process to prevent the operating system, core applications, and data from being tampered with. The privacy system provides protection for the core intellectual property (IP) and important business value data.

4) **Network defense layer:** The deep packet inspection (DPI) [261] [262] system is deployed on the Internet of Vehicles platform to collect and analyze traffic and message content at key points in the vehicle network to detect abnormal network communication traffic and other behaviors and make audit records for subsequent security analysis.

5) **System defense layer:** By using security assessment, penetration testing, deployment of anti-distributed denial-of-service, WEB application firewall, and security log analysis tools on the cloud platform, the safe operation of the cloud platform is ensured. For mobile applications, the use of memory obfuscation technology, patented virtual machine encryption technology, high strong protection shell technology, etc., to ensure that the application will not be used by hackers for vehicle attacks.

6) **Control security layer:** By encrypting CAN bus communication, it is ensured that the messages transmitted by the CAN bus of autonomous vehicles are not hijacked by malicious users. By monitoring the vehicle-mounted ECU, the monitoring module can determine whether a certain ECU is invaded by a malicious user, i.e., illegally obtaining the right to use the CAN bus. Functional safety ensures that the functions of the various components of the vehicle control system can be operated and run smoothly.

The vehicle extracts information from the cloud and the external environment using the external communication layer and transmits this information to the access gateway layer. This layer uses a dedicated vehicle security gateway that is divided into two isolation areas, which isolate the vehicle network from the internet and vehicle subnetworks, and part of the information is transmitted to the black box and the security computer in the application layer of the car. For example, the data of various sensors are recorded, stored, and analyzed when the system requires the driver to control the car. Other equipment inside include the control of the accelerator and brake. The network defense layer uses the network isolation method to deploy the DPI system in the

### TABLE IV

<table>
<thead>
<tr>
<th>Company</th>
<th>Test Mileage (mile) 2019</th>
<th>Test Mileage (mile) 2020</th>
<th># of Test Vehicles 2019</th>
<th># of Test Vehicles 2020</th>
<th># of Departures 2019</th>
<th># of Departures 2020</th>
<th>Miles Per Intervention 2019</th>
<th>Miles Per Intervention 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waymo</td>
<td>1,454,137.0</td>
<td>628,839.0</td>
<td>8</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>10,684.0</td>
<td>20,367.0</td>
</tr>
<tr>
<td>AutoX</td>
<td>32,054.0</td>
<td>40,734.0</td>
<td>8</td>
<td>8</td>
<td>3</td>
<td>2</td>
<td>12,221.0</td>
<td>28,520.0</td>
</tr>
<tr>
<td>Aurora</td>
<td>13,429.0</td>
<td>12,201.0</td>
<td>6</td>
<td>12</td>
<td>141</td>
<td>37</td>
<td>95.0</td>
<td>329.0</td>
</tr>
<tr>
<td>Cruise</td>
<td>831,040.0</td>
<td>770,049.0</td>
<td>228</td>
<td>137</td>
<td>68</td>
<td>27</td>
<td>117.0</td>
<td>145.0</td>
</tr>
<tr>
<td>Baidu</td>
<td>108,300.0</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>18,050.0</td>
<td>-</td>
</tr>
<tr>
<td>Apple</td>
<td>7,544.0</td>
<td>18,805.0</td>
<td>70</td>
<td>69</td>
<td>64</td>
<td>130</td>
<td>117.0</td>
<td>145.0</td>
</tr>
<tr>
<td>Nuro</td>
<td>68,762.0</td>
<td>55,370.0</td>
<td>33</td>
<td>20</td>
<td>34</td>
<td>11</td>
<td>2,022.0</td>
<td>5034.0</td>
</tr>
</tbody>
</table>

**B. A Conceptual Vehicle Information Security Framework**

In order to ensure the safe operation of autonomous vehicles while driving, a real-time monitoring system for autonomous vehicles should be designed for monitoring the environmental status, the status of the vehicle itself, the status of the autonomous driving hardware and software, and the status of the driver. From the judgment of various state changes, the corresponding prompts, warnings, and triggers of the takeover strategy should be carried out in order to ensure that the process of automatic driving is always controllable, safe, and reliable. After a problem has been identified, it is necessary to provide an online diagnostic system to help users quickly determine the problem of the automatic driving system and provide feasible solutions to help users restore the system to a usable and safe state as soon as possible.

In the present work, we have constructed a vehicle information security solution based on the multi-layer depth defense system. The main aim of the system is to “defend against external intrusions, prevent leakage of core applications and private data, and prevent threats of vehicle control”. As shown in Fig. 6, the vehicle information security framework based on the multi-layer depth defense system is mainly divided into six layers: an external communication layer, an access gateway layer, a network defense layer, an in-car application layer, a system defense layer, and a control defense layer.

1) **External communication layer:** The complete PKI system issues certificates for the devices participating in the automatic driving system and provides the required key and certificate management services. Secure communication is provided among the devices of the autonomous driving system and between the cloud and the car terminal to ensure confidentiality, integrity, authenticity, and tamper-proof communication data. The security upgrade kit ensures the safety and reliability of the OTA communication.

2) **Access gateway layer:** The dedicated vehicle security gateway isolates and controls access between the vehicle network and the internet and vehicle subnetworks, and identifies any actions that could compromise the vehicle's security. The gateway encrypts CAN bus communication using high-strength encryption technology, thus protecting the vehicle's integrity and authenticity.

3) **In-car application layer:** The in-car application layer includes the CAN bus, which is the backbone of the vehicle's communication network. The CAN bus ensures the reliable exchange of data between different components of the vehicle. The layer also includes the in-car security system, which monitors the CAN bus to ensure the integrity and confidentiality of the data transmitted.

4) **Network defense layer:** The network defense layer is responsible for protecting the vehicle's network from external threats. It includes the Vehicle Isolation Gate (VIG), which isolates the vehicle's network from the internet and other external networks. This layer also includes the V2X communication network security system, which ensures the security of vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications.

5) **System defense layer:** The system defense layer is responsible for protecting the vehicle's operating system and applications. It includes the functional safety system, which ensures the safe operation of the vehicle by detecting and preventing any malfunctions.

6) **Control security layer:** The control security layer is responsible for protecting the vehicle's control systems, including the accelerator and brake systems. It includes the control security gateway, which ensures the secure transmission of data between the vehicle's control systems and the cloud.
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Internet of Vehicles for analyzing abnormal network behavior and for using the dynamic defense system to monitor and block network attacks in time. Finally, the system defense layer uses role-based trust (RT) management, secure sockets layer (SSL) certificates, partition encryption, and other operations to perform safety guidance of the vehicle. After passing through the system security layer, the vehicle needs to pass the executed instructions to control the security layer. The control security layer transmits control instructions to the actual components of the vehicle by encrypting CAN, ECU monitoring, and ensuring the functional safety of the control system.

For sensor security, we hold that actual sensor failure often shows its existence (e.g., obvious abnormal readings and sudden/dramatic changes of sensor data). On the contrary, the attacks against sensors are much sneaker. They tend to manipulate the sensor data and fool the high-level algorithms. Both actual sensor failure and attacks demand the autonomous driving system to operate in an error/intrusion-tolerant manner. We consider that sensors and sensor data can be verified in the “access gateway layer”. This layer directly cooperates with the “external communication layer”. There are some information which cannot be included in a PKI system of the “external communication layer”, such as sunlight, rain, snow, fog, and shadows. Sensor data related to these phenomena can be cross-validated by multiple types of sensors with different data sources as described in Section III-F. In this case, both actual sensor failure and attacks may get compensated. Then, an autonomous driving system is expected to run in an error/intrusion-tolerant manner.

For operating system security, we hold that the major security drawback for the dominating operation system ROS2 in autonomous driving is the lack of protection for secure communication. We consider that the operating system security can be covered in the “external communication layer”. In this layer, the security of operating system is firstly ensured from external communication and information which flows in and out ROS2. Then, the OTA communication is secured by a correct use of the security upgrade kit. Moreover, the operating system security can be covered in the “in-car application layer”. In this layer, the chip hardware security ensures that from operating system guidance to running applications, a credibility measurement is performed throughout the entire process to prevent the operating system, core applications, and data from being tampered with. The “in-car application layer” also possesses black box, security computer, and other devices. These components interact with each other based on the technologies (e.g., RT security and SSL) provided by the module “System Defense” in Fig. 6. The above interactions are expected to achieve a secure operating environment for both the operating system and applications.

For control system security, we hold that the major drawbacks of existing protection methods for the control system are the significant computational cost and unsatisfactory real-time performance. We consider control system security can be covered in the “control security layer”. In this layer, the measures we adopted are effective choices which are commonly accepted. These measures themselves do not show any improvement on computational cost or real-time performance. Nonetheless, the burdens on encryption and monitoring can be alleviated by partition encryption and RT security in the module “System Defense” and the three features in the module “Network Defense” illustrated in Fig. 6.

For V2X communication security, we hold that the major drawback of existing countermeasures for the V2X communication is the requirement of authentication. As is known to all, communication protocols based on authentication schemes often possess high computational overhead, as well as extra communication overhead. Thus, lightweight solutions are needed. Besides high overhead, unilateral authentication is another flaw in most existing authentication schemes used for V2X communication in autonomous driving. Though distributed...
solutions (e.g., blockchain-based security measures described in Section VI-E) address the centralized problem, mutual authentication is still missing. Based on our investigation and literature review, current authentication/encryption schemes are unable to possess completeness and robustness with a lightweight design. We consider that the V2X communication security can be covered in the “external communication layer”.

In this layer, it is expected that the PKI system together with other supportive technologies are able to secure the V2X communication to some extent. Moreover, it can be covered in the “network defense layer”. In this layer, traffic analysis conducted in vehicular network is expected to detect abnormal communication and other behaviors which might indicate a security issue.

VIII. CONCLUSION

Security is the primary requirement for autonomous driving. In this work, a retrospective and prospective study has been conducted in terms of four aspects: sensor security, operating system security, control system security, and V2X communication security. A detailed discussion of each attack path and the existing defense measures against these attack paths has been presented. The security problems of autonomous vehicles, caused by hackers intruding and tampering with data, belong to the category of information security, and thus a conceptual framework has been proposed in this work to build an efficient vehicle information security. However, if an autonomous vehicle is to be mass-produced, academia and industry still need to conduct additional research on the attack surface of autonomous driving modules. We hope that this paper will attract attention in the computer and automobile circles.

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers whose comments and suggestions greatly helped us improve the quality and presentation of this paper.

REFERENCES


This article has been accepted for publication in a future issue of this journal, but has not been finally edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2021.3130054, IEEE Internet of Things Journal.


---

**Gao Cong** received the Ph.D. degree in computer architecture from Xi’an University, Xi’an, China, in 2015. Currently, he is an Assistant Professor in the School of Computer Science and Technology at Xi’an University of Posts and Telecommunications, Xi’an, China. His current research interests include data sensing and fusion, autonomous driving, and network security.

**Wang Geng** received the B.S. degree in software engineering from Shanxi University, Taiyuan, China. He is currently pursuing the M.S. degree in software engineering at Xi’an University of Posts and Telecommunications. His current research interests include autonomous driving and anomaly detection of sensor data.

**Shi Weisong** received the Ph.D. in computer architecture from Chinese Academy of Sciences, Beijing, China, in 2000. He is a Fellow of IEEE, a Charles H. Gershenson Distinguished Faculty Fellow, and a Full Professor of Computer Science at the Wayne State University, USA. His current research interests include edge computing, computer systems for autonomous driving, mobile and connected health.

**Wang Zhongmian** received the Ph.D. degree in mechanical engineering and automation from the Beijing Institute of Technology, Beijing, China, in 2000. He is currently a Professor with the School of Computer Science and Technology, Xi’an University of Posts and Telecommunications. His current research interests include embedded intelligent perception, big data processing and application, and affective computing.

**Chen Yanping** received the Ph.D. degree in computer architecture from Xi’an Jiaotong University, Xi’an, China, in 2007. Currently, she is a Professor in the School of Computer Science and Technology at Xi’an University of Posts and Telecommunications, Xi’an, China. Her current research interests include service mining, service computing, and network management.