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Abstract—The proliferation of edge computing technologies has boosted the development of new applications for a plethora of edge devices. However, many applications face privacy issues and bandwidth limitations. To solve these limitations, we propose a collaborative learning framework on the edges, named CLONE, which is steered by the real-world datasets collected from a large electric vehicle (EV) company and a grocery store of a shopping mall, respectively. We categorize two application scenarios for CLONE, i.e., CLONE in the training stage (CLONE_training) and CLONE in the inference stage (CLONE_inference). As to CLONE_training, we choose the failure prediction of EV battery and associated components as the first use case. While as for CLONE_inference, customer tracking in a grocery store is selected as another case study. In this work, the goal of the CLONE is to support real-time training and inference for connected vehicles and marketing intelligence services. Our experimental results on the EV data show that CLONE is able to reduce model training time without sacrificing algorithm performance. Furthermore, the experimental results on the video data from the grocery store reveal that CLONE is a useful approach to solve the multi-target multi-camera tracking problem in a collaborative fashion.

Index Terms—Collaborative learning, Distributed artificial intelligence, Edge computing, Electric vehicle battery failure prediction, Multi-target multi-camera tracking

I. INTRODUCTION

Edge Data Explosion and Challenges: The wide deployment of 4G/5G has enabled connected vehicles and Internet Protocol cameras (IP cameras) as the perfect edge computing platforms for a plethora of new intelligent services. In the meanwhile, with the burgeoning growth of the Internet of Everything (IoEs), the amount of data generated by these edge devices has increased dramatically [1]. For instance, a connected and autonomous vehicle (CAV) could produce around one gigabyte of data per second [2] and generate more than 11 TB of privacy-sensitive data on a daily basis [3], [4]. Besides, IP cameras could generate over 2,500 petabytes of data per day [5], [6]. Such huge volumes of data inevitably bring challenges to researchers and domain experts — processing big data often requires a large amount of computation and memory resources, which hinders the application of deep learning algorithms on the resource-constrained edge devices with the stringent latency [7].

Popular Solutions and Limitations: In this context, cloud-only approaches [8], [9], [10] and cloud-edge methodologies [11], [12], [13], [14] have been proposed to process big data generated by edges in the past few years through computation offloading [14], [15], service scheduling [16], [17], virtual machine migration [18], [19], and so on. These methods both incorporate powerful cloud to resolve bandwidth limitations and provide near real-time services, but they both require sending amounts of raw data to the cloud via the wireless network. Consequently, data transferring may become the latency bottleneck and incur a high bandwidth cost [20]. Besides, even if data is compressed in the edge before being sent to the cloud [13], the original sensitive data might be exposed, which may create a potential threat of privacy leakage. Therefore, it can be seen that various intelligent applications on the edges are facing challenges in decreasing latency and protecting privacy [21].

Insights of Edge-Edge Research: In the meanwhile, as the computation and memory resources of edge devices have become more and more powerful [12], questions arise whether always incorporating cloud to process data is desirable moving forward, and whether we are able to implement novel approaches on the edge side to face the challenges of analyzing big data. With these insights, we propose a collaborative learning setting on the edges (CLONE) which is able to mainly demonstrate the effectiveness of latency reduction and privacy-preserving. The basic framework of the CLONE is shown in Fig. 1.

Fig. 1. The framework of CLONE. Each edge node trains/runs the neural network model locally based on its private data and push their own parameters to the Parameter EdgeServer during the training/inference process. The Parameter EdgeServer is responsible for performing aggregations or other necessary operations on the uploaded parameters and sending the updated parameters back to the edge nodes.

Contributions of This Work: Our core contributions are not in the development of machine learning-based models that are built on top of well-understood and mature models such as long short-term memory networks (LSTMs) [22], [23] and gradient boosting decision tree (GBDT) [24]. Instead, the core innovation of our study is in (1) combining state-of-the-art algorithms on top of the Federated Learning concept so that these algorithms can support dynamic distributed learning...
TABLE I
SUMMARY OF OBSERVATIONS AND IMPLICATIONS. RF, GBDT, AND LSTMs REPRESENT THE RANDOM FOREST, GRADIENT BOOSTING DECISION TREE, AND LONG SHORT-TERM MEMORY NETWORKS RESPECTIVELY.

<table>
<thead>
<tr>
<th>Observations</th>
<th>Implications</th>
<th>Sections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adding driver behavior metrics will improve the prediction accuracy</td>
<td>Researchers could build EV failure prediction models based on driver behavior</td>
<td>Section III-C.</td>
</tr>
<tr>
<td>for the failure of EV battery and associated accessories.</td>
<td>metrics to build personalized models in real-time.</td>
<td></td>
</tr>
<tr>
<td>LSTMs outperform RF and GBDT in our two experimental groups.</td>
<td>LSTMs are potentially more accurate to predict EV failures.</td>
<td>Section III-C.</td>
</tr>
<tr>
<td>Compared with stand-alone learning (ALONE) on the edges, CLONE is</td>
<td>CLONE is capable to provide efficient edge computing solutions for various</td>
<td>Section III-F.</td>
</tr>
<tr>
<td>able to reduce model training time without sacrificing algorithm performance.</td>
<td>edge services which have stringent requirements on the real-time performance</td>
<td></td>
</tr>
<tr>
<td>With more edge nodes involved, the advantages of CLONE in training time</td>
<td>and privacy protection.</td>
<td></td>
</tr>
<tr>
<td>reduction will be more obvious.</td>
<td>CLONE is also capable to track multiple players for team sports and track</td>
<td>Section IV.</td>
</tr>
<tr>
<td>CLONE is a useful solution to solve the multi-target multi-camera</td>
<td>pedestrian for CAVs.</td>
<td></td>
</tr>
<tr>
<td>tracking problem, and it enables applications such as visual surveillance and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>suspicious activity detection.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compared with the cloud-edge approach, the main advantages of CLONE is</td>
<td>Researchers may leverage the CLONE framework to deal with real-time video</td>
<td>Section V.</td>
</tr>
<tr>
<td>to speed up the analysis tasks and protect user privacy better as it does</td>
<td>processing task whose performance is significantly influenced by video</td>
<td></td>
</tr>
<tr>
<td>not transfer any amounts of sensitive dataset via the network.</td>
<td>transmission.</td>
<td></td>
</tr>
</tbody>
</table>

(e.g., collaborative reliability analysis and computer vision computation), and (ii) providing experimental evidence to establish that CLONE could be employed in both model training and inference phases, which provides actionable insights on using the CLONE framework to support other real-world intelligent services that require the collaboration of diverse edge devices.

To be concrete, this paper presents a collaborative learning framework for edges, which could be used in the training phases (CLONE\textsubscript{training}) and inference phases (CLONE\textsubscript{inference}) with the effectiveness of privacy-preserving and latency reduction. Regarding CLONE\textsubscript{training}, we choose the failure prediction of electric vehicle (EV) battery and related components as the first use case. As to CLONE\textsubscript{inference}, we choose customer tracking in a grocery store as the second use case, showing that CLONE is a powerful solution to the multi-target multi-camera tracking problem. Specific contributions are listed as follows.

- We have demonstrated the applicability of CLONE in two typical edge computing scenarios, covering both the training and inference at the edges in a collaborative fashion.
- To the best of our knowledge, this is the first work to predict an imminent failure of EV battery and associated accessories based on the real-world EV dataset which involves driver behavior metrics.
- Our analysis reveals that adding driver behavior metrics is able to improve the prediction accuracy for the failures of EV battery and associated accessories.
- CLONE\textsubscript{training} has the capability to reduce the training time significantly without sacrificing prediction accuracy.
- CLONE\textsubscript{inference} is a powerful solution to the multi-target multi-camera tracking problem.

Table I summarizes our observations and implications, and it serves as a roadmap for the rest of the paper. Section II provides the framework descriptions of CLONE and the main differences between CLONE\textsubscript{training} and CLONE\textsubscript{inference}, as well as the configuration information of the total edge devices employed in our two use cases. Section III and Section IV present our basic steps and results of the experiments for the two case studies. Section V reviews and compares with some previous related works. Finally, Section VI concludes our contributions and discusses the possible improvements of CLONE and other potential use cases.

II. CLONE DESIGN

Based on the progress of developing a neural network model, we divide two categories of application scenarios for CLONE, i.e., CLONE in the training stage (CLONE\textsubscript{training}) and CLONE in the inference stage (CLONE\textsubscript{inference}). In this section, we introduce the core ideas of CLONE and illustrate the differences between CLONE\textsubscript{training} and CLONE\textsubscript{inference}. Then we describe the hardware configuration information for the experiment setup of the two case studies.

A. Framework Description

As has been mentioned, Fig. 1 presents the basic framework of CLONE. These two types of CLONE share the same core ideas—the training/inference tasks are both solved by a group of distributed participating edge nodes which are coordinated by a Parameter EdgeServer. Each edge node has its local training dataset that is never uploaded to the Parameter EdgeServer or transferred to the cloud. In CLONE, each edge node trains/ runs the neural network model locally based on its private data and push their own parameters to the Parameter EdgeServer during the training/inference process. The Parameter EdgeServer is responsible for performing aggregations or other necessary operations on the uploaded parameters and sending the updated parameters back to the edge nodes.

B. Differences of Two Application Scenarios

However, there are three main differences between CLONE\textsubscript{training} and CLONE\textsubscript{inference}, i.e., the types of transmitted parameters, the tasks of the Parameter EdgeServer, and the transmission manners are different. Table II summarizes the main differences between CLONE\textsubscript{training} and CLONE\textsubscript{inference}, and it serves as a roadmap for the next sections which describe two use cases related to these two application scenarios.
C. Hardware Selection

Applying heterogeneous edge devices may impact the communication latency and therefore the experimental results. In the light of the foregoing consideration, we adopt three types of hardware in total shown in Fig. 2 — Intel Fog Reference Design (FRD), NVIDIA GPU Workstation, and Jetson TX2, to figure out the potential effects of heterogeneous hardware.

The above three categories of edge devices are equipped with diverse processors, operating systems (OS), and so on. Intel FRD leverages the field-programmable gate array (FPGA) technology [25] to cast the proprietary hardware in a closed chassis allowing users to configure and program it for diverse edge use cases [26]. Unlike other edge devices that are equipped with GPUs, Intel FRD host two Intel Arria 10 GX1150 FPGAs that are capable to provide a more consistent throughput for various workload sizes [27]. As powerful hardware with the high-quality components (4 × GeForce RTX 2080 Ti graphics cards), NVIDIA GPU Workstation is capable to deliver the cluster-level performance for even the demanding applications [28], [29]. Jetson TX2 is one of the prominent power-efficient embedded AI platforms that enables server-class computing performance on the edge devices [30]. We describe the detailed configuration information of these edge devices in Table III.

III. USE CASE I: FAILURE PREDICTION OF EV BATTERY AND RELATED ACCESSORIES

In this section, we present our experimental results of CLONE_training setting on the first use case — failure prediction of EV battery and associated accessories. The main idea is to predict upcoming failures in a collaborative fashion by capturing individuals’ driving characteristics. We also compare the performance of stand-alone learning (ALONE) with CLONE_training in two aspects: (i) training time, and (ii) evaluation scores including precision, recall, accuracy, and F-measure. After that, we discuss critical observations based on the comparison results.

A. Background

Recently, EVs have received significant attention as an essential part of the efficient and sustainable transportation system. As the key component of EVs, the battery system largely determines the safety and durability of EVs [31], [32]. Due to the aging process or abuse maneuvers during the real operation, various faults may occur at each constituent cell or the associated accessories. Therefore, it is essential to develop early failure detection techniques to ensure the availability and safety of EVs through anticipated replacements. Besides, we believe driver behavior metrics such as speed and acceleration reflect the usage of an EV, which could be the main root causes of EV’s failure. Hence, how to build a personalized model to predict the failure of EV battery and related components, and what’s the correlation between driver behavior metrics with the failure prediction are both open problems. In this work, we choose the failure of EV battery and related accessories as our case study to show how the CLONE solution trains the failure prediction models to ensure the sustainable and reliable driving in a collaborative fashion.

B. Data Description

The study of the first use case presents an analysis of EV health characteristics based on the data measured at and collected from a large EV company. We analyze three different models of EVs, and the corresponding data is reported and collected every 10 milliseconds during the whole 6-hour duration of the data collection period. The battery cells of these three EVs are made by the same battery vendor (BAK company) with different battery types — Lithium Cobalt Oxide (LCO) and Nickel Cobalt Manganese (NCM). The battery pack of each EV consists of 96 battery cells with 30 temperature sensors to detect and report cell temperatures in real-time.

In general, our data set is collected from the core control systems of EVs, which includes the vehicle control unit (VCU) [33], motor control unit (MCU) [34], and battery management system (BMS) [35]. BMS [35] is responsible for the battery maintenance and state estimation. The VCU [33], as a key component of the whole EV, sends orders to
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**Table II**

<table>
<thead>
<tr>
<th>Use Cases</th>
<th>CLONE_training</th>
<th>CLONE_inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>The value of network parameters.</td>
<td>Appearance descriptors.</td>
</tr>
<tr>
<td>Tasks of EdgeServers</td>
<td>Parameter aggregation.</td>
<td>Store, update and delete trackers, which are defined in Section IV-D.</td>
</tr>
<tr>
<td>Transmission</td>
<td>Asynchronous.</td>
<td>Synchronous.</td>
</tr>
<tr>
<td>Sections</td>
<td>Section III.</td>
<td>Section IV.</td>
</tr>
</tbody>
</table>

**Table III**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Intel RFD</th>
<th>NVIDIA GPU Workstation</th>
<th>Jetson TX2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel Xeon E3-1275 v5</td>
<td>Intel Xeon E5-2690 v4</td>
<td>ARMv8</td>
</tr>
<tr>
<td>GPU</td>
<td>NONE</td>
<td>GeForce RTX 2080 Ti</td>
<td>NVIDIA Pascal</td>
</tr>
<tr>
<td>Frequency</td>
<td>3.6GHz</td>
<td>2.8GHz</td>
<td>2GHz</td>
</tr>
<tr>
<td>Core</td>
<td>4</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Memory</td>
<td>32GB</td>
<td>64GB</td>
<td>8GB</td>
</tr>
<tr>
<td>OS</td>
<td>Linux 4.13.0</td>
<td>Windows 10</td>
<td>Linux 4.4.38</td>
</tr>
</tbody>
</table>

Fig. 2. Three categories of hardware. Subfigure 1-3 shows the Intel Fog Reference Design (FRD), Jetson TX2, and NVIDIA GPU Workstation, respectively.

We describe the detailed configuration information of these edge devices in Table III.
other modules based on the driver manipulation (such as gear signal, accelerator pedal signal, and vehicle mode) via CAN communication network [36]. MCU [34] controls the wheel motor locally according to the command from VCU. Failures in the MCU may cause abnormal motor torque outputs, which in turn affect the vehicle safe driving. Therefore, the functional safety of these systems is particularly important. Fig. 3 shows the structure diagram of the core control systems.

![Diagram of Core Control Systems](image)

Fig. 3. Three Core Control Systems of EVs.

More specifically, we analyze EV data in the two aspects: (1) EIC attributes, and (2) driver behavior metrics. Here, EIC refers to electric, instrumentation, and computer control systems [37]. It includes battery features collected from BMS (most commonly used for EV battery durability analysis by other studies [31], [38], [39], [40], [41]) and the data reported from other control systems. The number of available features is more than 250, but not all features have useful value (except for NONE and constant value). For our study, 42 features listed in Table IV and Table V were selected as three EVs reported these attributes and the value of these attributes varies over time.

### TABLE IV

<table>
<thead>
<tr>
<th>Voltage</th>
<th>Temperature</th>
<th>Power &amp; Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMS_RatVolt</td>
<td>Int.ar.Temp</td>
<td>BMS_RatSOC</td>
</tr>
<tr>
<td>BMS_CellVoltMax</td>
<td>Environment.Temp</td>
<td>BMS_MaxChgPwrCont</td>
</tr>
<tr>
<td>BMS_CellVoltMax_Num</td>
<td>BMS_BattTempAvg</td>
<td>BMS_MaxChgPwrPeak</td>
</tr>
<tr>
<td>BMS_CellVoltMin</td>
<td>BMS_Inlet_WaterTemp</td>
<td>BMS_MaxDchgPwrOut</td>
</tr>
<tr>
<td>BMS_CellVoltMin_Num</td>
<td>BMS_Outlet_WaterTemp</td>
<td>BMS_MaxDchgPwrPeak</td>
</tr>
<tr>
<td>MCUF_VOLT</td>
<td>BMS_MaxTemp</td>
<td>VCU_Batt_Comp_Pwr</td>
</tr>
<tr>
<td>MCUF_VOLT_Current</td>
<td>BMS_MinTemp</td>
<td>VCU_Batt_PTC_Ftr</td>
</tr>
<tr>
<td>BMS_BattCurr</td>
<td>BMS_BattMinNumMax</td>
<td>Error Info</td>
</tr>
<tr>
<td>BMS_BattCurr</td>
<td>BMS_BattMinNumMin</td>
<td>BMS_BatterySysFaultLevel</td>
</tr>
<tr>
<td>MCUF_CURRENT</td>
<td>MCUF_Min</td>
<td>MCUF_Current</td>
</tr>
<tr>
<td>MCUF_CURRENT</td>
<td>MCUF_Current</td>
<td>VCU_BMS_MiniSta</td>
</tr>
</tbody>
</table>

### TABLE V

<table>
<thead>
<tr>
<th>Driver Behavior</th>
<th>VehicleSpeed</th>
<th>Acceleration</th>
<th>Steering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>YawRate</td>
<td>WheelSpeedFL</td>
<td>WheelSpeedFR</td>
</tr>
<tr>
<td></td>
<td>WheelSpeedRL</td>
<td>WheelSpeedRR</td>
<td>EmergencyStop</td>
</tr>
<tr>
<td></td>
<td>AccPedalPosition</td>
<td>BrakePedalPosition</td>
<td></td>
</tr>
</tbody>
</table>

Driver behavior metrics are collected from VCU and sensors.

Most of the selected features could be understood intuitively from Table IV and Table V; hence, we choose some vague features to give our explanations. Taking account into the CAN communication demand of different modules, the communication network has been set several bus nodes, including MCU for the front wheels (MCUF) and rear wheels (MCUR). "MCUF_VOLT" and "MCUR_VOLT" represent the voltage value of MCUF and MCUR. Positive Temperature Coefficient heater (PTC) is the heating unit in EV. "VCU_PTC_ErrSta" shows the failure status of battery PTC, which preheat the battery at low temperature to make sure the battery is able to work properly. "BMS_BatterySysFaultLevel" indicates the healthy states of BMS. State of Charge (SOC) is the indicator of vehicle left capacity, and "BMS_Low_SOC" shows the SOC states of EVs. "YawRate" reflects the overall tilt state of EVs. "AccPedalPosition" and "BrakePedalPosition" show the real-time percent of the gas pedal and brake pedal that the driver pressed on. As to the three error info attributes, they both show the degradation process from healthy to failed. Besides, "Comp" is an acronym of the compressor.

### C. Experiment Design of ALONE

1) **Experiment Goals**: Before employing CLONE, we first combine the whole real-world dataset of three EVs to train different machine learning models on an Intel FRD. We term this stand-alone learning as ALONE. The goal is to figure out a suitable algorithm to predict failures, explore the influence of the driver behavior metrics on EV failure prediction, and provide baseline experimental results to compare it with the algorithm performance of CLONE_training.

2) **Experiment Groups**: To show the impact of driver behavior metrics on the battery failure prediction, we conduct experiments on two experimental groups. Our first step is to combine all selected EIC attributes and driver behavior metrics to train models using different methods, and we label this group as ED Group. Then, we exclude all driver behavior metrics but keep EIC attributes, and we denote it as E Group.

3) **Experiment Setup**: We tackle the failure prediction problem using random forest (RF) [42], gradient boosted decision tree (GBDT) [43], [44], and long short-term memory networks (LSTMs) [45], [46] since they have become highly successful learning models for both classification and regression problems. The models learned in this use case are implemented in Python, using tensorflow 1.5.0 [47], keras 2.1.5 [48], and scikit-learn libraries [49] for model building. To evaluate the proposed prediction approach, we use 5-fold cross-validation [50], which is a validation technique to assess the predictive performance of the machine learning models and to judge how models perform to an unseen dataset [51].

During the training phase, we first discover the best value of parameters for RF, GBDT, and LSTMs using the hold-out method [52]. Then, we conduct a grid search on these values of parameters to find the best combination that achieves the highest performance. During the testing phase, the first step is to determine how long the prediction horizon should be. After conducting a series of sensitivity studies showing the changes in the value of loss function which captures the error of the model on the training dataset, we choose 15 seconds as our prediction horizon so that it is able to predict failures for the next 1,500 data points. The second step is to measure the wellness of our prediction approaches. We take F-measure as the priority criterion, which is the harmonic average of precision and recall. We also consider other measure criteria simultaneously, such as precision, recall, and accuracy.

4) ALONE Experiment Results: For each method, we conduct the testing phase five times and get the precision, recall, accuracy, and F-measure for each time. We calculate the average values of these evaluation scores of five times, and the average values are shown in Fig. 4.
5) Observations of ALONE Experiments: Based on our experimental results, we have the following observations:

- Excluding driver behavior metrics results in around 8% reduction in the average F-measure (shown in Fig. 4).
- LSTMs outperforms RF and GBDT in both two groups.

The first observation shows that driver behavior metrics such as speed, acceleration, and steering are potentially good indicators of the failures of EV battery and associated accessories. However, driving is significantly influenced by the current driver, weather, location, and traffic conditions, which requires a personalized model to capture the real-time driving pattern.

As to the second observation, although the degradation process of EV failures is complicated, battery and associated accessories do have their hidden failure patterns [32], [53]. As the more sophisticated neural networks including historical information, LSTMs are good at capturing hidden patterns of battery failures based on historical data and generating a sequence of predictive data points to predict the incoming patterns.

D. CLONE training Framework

As shown in Fig. 5, each edge node (vehicle) is responsible for continuously performing training locally based on its private data. When a single edge node (vehicle) finishes one epoch [54], which refers to the number of iterations related to the total input dataset, it will push the value of current parameters to the Parameter EdgeServer, where the parameter values are aggregated to compute the weighted average value. Then, each edge node (vehicle) will immediately pull the updated parameter values from the Parameter EdgeServer, and set the updated parameters as their current parameters to start the next epoch. The above steps will be repeated as necessary.

Note that when a new edge node (vehicle) joins in, it will pull the current aggregated parameters from the Parameter EdgeServer first, and set them as the initial parameters for the first round of training, which is able to speed up the training process for unseen edge nodes (vehicles). Besides, since it is asynchronous communication, for each edge node (vehicle), there is no need to stop and wait for other edge nodes to complete an epoch, which greatly reduces the latency. To illustrate the aggregation protocol of CLONE_training, we need to introduce the loss function first, which is defined as follows:

\[
Loss = \sum_i \left[ \hat{y}_{i} \ast \log(y_{i}) + (1 - \hat{y}_{i}) \ast \log(1 - y_{i}) \right] \tag{1}
\]

Here, \(\hat{y}_{i}\) is the predicted output of a machine learning model, and the scalar \(y_{i}\) is the desired output of the model for each data sample \(i\). We then define the formula to aggregate and update parameters as follows:

\[
P'(p) \leftarrow \frac{\text{Loss}(v)}{\text{Loss}(p) + \text{Loss}(v)} P(p) + \frac{\text{Loss}(p)}{\text{Loss}(p) + \text{Loss}(v)} P(v) \tag{2}
\]

Where \(P\) represents the value of a parameter, and \(Loss\) stands for the value of the loss function. Besides, \(p\) refers to the Parameter EdgeServer, and \(v\) represents a specific edge node (vehicle). According to the above formula, if the model on an edge node achieves more accurate results (lower value of loss function), it will assign a higher weight to the parameters uploaded by this edge node, so that the required training time could be minimized efficiently to reach a certain accuracy level.

E. Implementation of CLONE_training

1) Experimental Goals: We can see in Section III-C5 that driver behavior metrics have non-negligible impacts on the prediction of EV failures, and employing LSTMs could achieve better results compared with RF and GBDT. Therefore, in this section, we aim to deploy LSTMs-based collaborative learning approaches on edges based on EIC attributes and driver behavior metrics. The main goal is to construct personalized models by continuously tuning parameters in a collaborative fashion while protecting driver privacy and predicting failures in real-time.

2) Hardware Selection: To build a heterogeneous hardware cluster to represent different models of EVs, we adopt two different types of hardware — Intel FRD and Jetson TX2, with
different CPUs, memory, and so on (shown in Table III). More specifically, we choose one Intel FRD as the Parameter EdgeServer, and we treat other two Intel FRDs and one Jetson TX2 as the edge nodes for vehicles to continuously "learn" latent patterns.

3) **Experiment Setup:** In Section III-C, we trained an accurate LSTMs model with 4 layers on the front and followed by a fully connected layer (dense layer). Now, we aim to deploy a distributed LSTMs in a collaborative fashion with the same number of layers (same hyperparameters) on edge nodes. We first distribute our whole dataset into three edge nodes, so that each edge node (vehicle) has its locally private dataset. Note that the data collection periods of three EVs are not the same, which means that the dataset is not evenly distributed.
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Fig. 6. Model Parameters.

Fig. 6 shows the parameter distribution of the LSTMs model on the first two LSTMs layers (marked as LSTM_1 and LSTM_2) and the last fully connected layer (labeled as Dense_1). The "kernel" and "recurrent_kernel" are the parameter vectors, and the number inside angle brackets represents the shape (size) of parameters for each vector. We can see that parameter vectors are usually high-dimensional, i.e., there are a huge amount of parameters. For example, $(16 \times 400)$ indicates that there are $16 \times 400$ of parameters. Our whole network contains up to 297,700 parameters, including the weights and the biases. Weight is able to reflect the strength of the connection between input and output. Bias shows how far off the predictions are from the real values. During each epoch, edge nodes (vehicles) push all parameters to the Parameter EdgeServer to get the updated value of parameters. Same as Section III-C, we use a 5-fold cross-validation method to evaluate experiment results of CLONE, which will be present in Section III-F to have a direct comparison with ALONE.

4) **Throughput:** Fig. 7 shows the throughput at the Parameter EdgeServer when three work nodes are working together. The Parameter EdgeServer receives parameters during the push process and sends parameters during the pull process. We can see that the data throughput peak is relatively stable and the peak appears intermittently. Besides, the maximum throughput for the push and pull process is around 750 KB/s and 250 KB/s, indicating that there is no big pressure on the network throughput. Fig. 7 also proves that the push process is usually much slower than the pull process for CLONE\textsubscript{training}, which was concluded by the work of [55]. This observation shows the importance to investigate methods that are able to reduce the communication latency of the push process in the future work.

**F. Comparison between CLONE\textsubscript{training} and ALONE**

In this subsection, we present the experimental results of CLONE\textsubscript{training}, and compare it with the algorithm performance of ALONE in two aspects: (i) training time, and (ii) evaluation scores including precision, recall, accuracy, and F-measure.

To have a clear comparison, we conduct experiments on three experimental groups. The first group is ALONE, and we set the epoch of ALONE equal to 210. The second group is CLONE with the epoch of 70 for each edge node, and we label it as CLONE1. Since there are three edge nodes in CLONE1, the equivalent number of iterations in total is also 210 ($70 \times 3$). As to the third group (CLONE2), the epoch is 100 for a single edge node, which results in 300 ($100 \times 3$) of total iterations.

1) **Training Time Comparison:** We first profile and compare how the training time is spent on the three experimental groups, which is shown in Fig. 8.
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Fig. 8. Training Time Comparison.

For ALONE, the used training time varies with different edge devices—it takes 1183s and 1573s on two Intel FRDs respectively, while taking 1497s to execute the training task on Jetson TX2. As to CLONE1, the training time of each edge node is much lower than the training time of the single edge node of ALONE. Since there are three edge nodes in CLONE1, the training time of CLONE1 should be one-third of ALONE theoretically. However, due to the inevitable delay of the parameter transmissions, the training time of CLONE1 is greater than one-third of ALONE. We then increase the epoch value from $70 \times 3$ to $100 \times 3$ (CLONE2), and it can be seen that the required training time is longer than CLONE1 as it has a larger number of iteration related to the input dataset during the training phase, but it still less than ALONE which has a lower epoch value. **Note that with the participation of more**
edge nodes and larger size of the input dataset, the advantages of CLONE\textsubscript{training} in training time reduction will be more obvious. Note that the training time in Intel FRD1 and FRD2 are different, which might be due to the difference in the time length of usage, system environment, and the distance to the router.

![Evaluation Scores](image)

**Fig. 9. Algorithm performance.**

2) **Evaluation Score Comparison:** We then calculate the average evaluation scores for each group, which is shown in Fig. 9. Comparing ALONE and CLONE1, we can see that the overall evaluation scores of CLONE1 are lower than ALONE. This could be caused by the fact that the prediction accuracy will be improved with the increasing number of iterations passing the full dataset through the current model, and ALONE has a higher epoch value (210) than CLONE1 (70). However, the evaluation score of CLONE could be further improved by increasing the epoch value, e.g., the evaluation scores of ALONE and CLONE2 are relatively equal. Besides, in the CLONE setting, due to the hardware difference, powerful edge nodes that have a higher FLOPS may train the model faster than other edge nodes. Here, FLOPS is an abbreviation for floating-point operations per second ("S" stands for the time unit, i.e., second), which is often used to estimate the computation power of a device (greater GFLOPS usually indicates a more powerful computation resource and faster computation speed). Therefore, during the same training time period, powerful edge nodes can achieve a higher value of epoch, i.e., finish more training passes than other edge nodes; therefore, the output of a powerful edge node will make a greater contribution to the training of the global model, which leads to better performance when the trained model performs inference on the data generated by the powerful node. When the parameters of the poor training results are uploaded to the Parameter EdgeServer, the global accuracy of CLONE1 will be influenced. This may explain the performance gap between ALONE and CLONE1 whose total epoch values are the same.

However, when we further increase the value of epoch (CLONE2), it is capable to achieve high evaluation scores as ALONE. Note that, by observing Fig. 8, the training time of CLONE2 is much lower than ALONE, even though CLONE2 has a higher epoch.

**G. Discussion**

Compared with ALONE, CLONE\textsubscript{training} is able to reduce model training time without sacrificing algorithm performance. With more edge nodes involved, the advantages of CLONE in training time reduction will be more obvious. Besides, CLONE\textsubscript{training} provides personalized models to predict the failures of EV battery and associated accessories considering the current driver behaviors, and CLONE\textsubscript{training} is capable to speed up the analysis tasks while protecting user privacy better as it does not need to transfer any portion of the sensitive dataset via the network.

**IV. USE CASE II: CUSTOMER TRACKING IN A GROCERY STORE**

In this section, we describe our experiment steps and results of CLONE\textsubscript{inference} setting on the second use case, i.e., customer tracking in a grocery store, showing how CLONE\textsubscript{inference} could be adopted to solve the multi-target multi-camera tracking (MTMCT) problem. Different from the first case study that compares ALONE with CLONE\textsubscript{training} in terms of the training time and evaluation scores, we focus on three aspects: (i) inference time, (ii) frames per second (FPS), and (iii) throughput per second.

**A. Background**

As another perfect edge computing platform, surveillance embedded IP cameras are widely adopted in the crowded indoor region and public outdoor area [56]. For example, at grocery stores, IP cameras are used to record video segments with the initial purpose of theft deterrence and employee protection. With the prevalence of computer vision and machine learning technologies, these IP cameras have been equipped with novel real-time marketing intelligence functions which were impossible before, such as customer facial recognition, personalized shopping assistance, and purchase habit modeling [57], [58], [59], [60]. Although these new functions of IP cameras are capable to help retailers better market their product, the video data generated from the IP cameras is privacy-sensitive as it contains a huge amount of personal information [61], [62]. Therefore, how to prevent machine learning-driven surveillance from violating privacy and confidentiality is one of the most essential challenges [63].

We choose customer tracking in a grocery store as one of our case studies to show how CLONE could be used in edge video analysis, solving the multi-target tracking problem under the multi-camera system. Although a multitude of previous works achieve excellent performance in multi-target tracking [64], [65], [66], [67], [68], multi-camera system tracking problem still remains as a very new topic comparing to the classical single-camera tracking [69], [70].

**B. Data Description**

The study of the second use case is steered by the video dataset collected from 8 retail surveillance cameras at a middle-sized grocery store during the same time period. More specifically, we collect the 3-hour video data from 8 cameras of 3 manufacturers and 6 models — Arecont Vision (AV20175DN-NL), Axis (Q6000-E, Q6045-E), and Canon (VB-H41, VB-H45, VB-M50B). These cameras capture the top-down views monitoring for both the incoming and outgoing customer flow at the entry gate, exit gate, check-out
gate, condiment section, snack foods section, and cosmetic section, providing both disjoint and overlapped fields of view. We connected these cameras via Milestone ONVIF Bridge [71], which is an open ONVIF interface of video-sharing from XProtect video management software (VMS) systems to other IP-based systems, to collect and store over 22 gigabytes of full HD videos (1920 × 1080 pixels) with a frame rate of 30 FPS (frames per second). Fig. 10 present eight different views from eight IP cameras. In order to protect privacy, we only illustrated the black-white version of the video image in this paper.

![Fig. 10. Examples of the eight views from eight IP cameras.](image)

C. Experiment Design of ALONE

We first conduct multi-target tracking experiments on an Intel FRD and the NVIDIA GPU Workstation respectively based on the three hours of video dataset of a single camera, before employing CLONE inference. Note that the edge nodes (single camera) of CLONE_inference just have two more operations than ALONE, i.e., pushing appearance descriptors and pulling appearance descriptors, which will be further described in Section IV-D; hence, we conduct the ALONE experiment first to serve as a baseline for the evaluation of the subsequent CLONE_inference experiment.

1) Algorithm Description of Multi-target Tracking: The solution of multi-target tracking could be broadly divided into two phases: (i) detecting phase, and (ii) tracking phase. During the detecting phase, we implement YOLOv3 (You-Only-Look-Once-v3) [72], a fast and accurate detector to detect targets and compute bounding boxes, so that each target is enclosed in a corresponding bounding box for each frame. We then conduct target tracking through the Deep SORT algorithm [67], [68], an extension to SORT [73] that incorporates deep appearance descriptors to reduce the number of identity switches caused by the long periods of occlusions. When a new detection is associated with a tracked target, the newly detected bounding box is used to update the current state of the target.

**Appearance Descriptors:** For each bounding box, Deep SORT first generates two types of association descriptors — appearance descriptor and motion descriptor, capturing the corresponding appearance and motion information respectively. The appearance information of the bounding box is a 128-dimensional feature obtained through the Wide Residual Network [74] with two convolutional layers and six residual blocks, which makes appearance descriptors irreversible to the targets’ original images. Deep SORT calculates the smallest cosine distance between the appearance descriptors of detected bounding boxes and the tracked bounding boxes to quantify the appearance association.

**Motion Descriptors:** The motion information is defined on the eight-dimensional state space \((x, y, r, h, v_1, v_2, v_3, v_4)\), where \(x\) and \(y\) represent the horizontal and vertical pixel of the center position of a bounding box, \(r\) and \(h\) indicate the aspect ratio and the height of the bounding box respectively, while \(v_1, v_2, v_3, v_4\) represent the velocities at the four vertices of the bounding box. Kalman filter framework [75] is responsible for predicting targets’ next motion states. Deep SORT then calculates the Mahalanobis distance between the motion descriptor of the detected bounding boxes and predicted motion states to characterize the degree of motion matching.

**Short-term and Long-term Tracking:** The Mahalanobis distance gives the information of targets’ possible locations from the motion aspect, which is particularly effective for short-term prediction and tracking. Besides, the cosine distance considers appearance information, which is particularly useful to reduce identities switches caused by the long-term occlusions, especially when motion is less discriminative. Consequently, Deep SORT combines the Mahalanobis distances and cosine distance as an indicator to figure out whether a frame-by-frame association is admissible to keep tracking multiple targets.

2) Experiment Setup: We employed YOLOv3 [72] and Deep SORT algorithms [76] to detect person and then achieve multi-target tracking. The models learned in this use case are also implemented in Python, using tensorflow 1.5.0 [47], keras 2.1.5 [48], and scikit-learn libraries [49] for model building. We conduct experiments on an Intel FRD and the NVIDIA GPU Workstation respectively. Note that NVIDIA GPU Workstation is a more powerful device than Intel FRD, and it is capable to provide a cluster-level performance. We compare the experimental results in terms of inference time and frames per second (FPS), to explore the impact of different hardware on the speed of video analysis and inference for multi-target tracking problem, and to provide a baseline performance results for the experiments of CLONE_inference.

3) ALONE Experiment Results: Our experimental results show that the average FPS on the Intel FRD is around 3.25, and the average FPS on the NVIDIA GPU is 14.88. To better explore and evaluate ALONE results in terms of the
inference time, we also further divide the solution of multi-target tracking into four phases: (i) target detection, (ii) feature extraction, (iii) data association, and (iv) tracker output. "Target detection" refers to the process of leveraging YOLOv3 to detect customers and compute the corresponding bounding boxes. "Feature extraction" indicates the phase of generating appearance and motion descriptors for each customer frame by frame. "Data association" represents the process of combining the Mahalanobis distances and cosine distance to figure out if a specific association is acceptable. Finally, "tracker output" refers to the phase of getting the output of the trackers, i.e., showing the qualitative results based on the original video. Fig. 11 shows the average inference time per frame on the aforementioned four phases of multi-target tracking.

![Four Phases of Multi-target Tracking](image)

**Fig. 11.** Inference time per frame on the four phases of multi-target tracking.

### 4) ALONE Experiment Observations:

- **NVIDIA GPU workstation takes significantly less time in four stages of inference than the Intel FRD.**
- **The average FPS of the complete inference process on the Intel FRD is not high — around 3.25.**
- **No matter on the Intel FRD or the NVIDIA GPU, "target detection" takes the longest time during the inference process, while "data association" takes the shortest inference time on average.

The first observation is in line with expectations since the NVIDIA GPU workstation is more powerful than the Intel FRD. As to the second and the third observation, we give our explanation as follows. The not high value of FPS on the Intel FRD is not only due to the limitations of hardware processing capability but also because of the full HD video’s high resolution, which penalizes the frame-by-frame video analysis speed. Most importantly, the algorithms used to detect targets also significantly influence the performance of the multi-target tracking approach (Deep SORT). In this use case, we implement YOLOv3 to detect targets and compute the corresponding bounding boxes. However, the model size of YOLOv3 is around 237 MB, and itself is responsible for detecting up to 80 categories of objects for each frame. Although in this use case, we only pay attention to person detection (customer detection), the detection of the person actually masks all non-human detection results after YOLOv3 detects all types of objects in each frame. In other words, this algorithm is not only for human detection, which is one of the reasons for the slowness. For the use case that only focuses on person detection or single object detection, exploring a more suitable approach is necessary.

Besides, we can see in Fig. 11 that leveraging NVIDIA GPU Workstation may help to shorten inference time. However, its high price has determined that it is unrealistic to widely adopt NVIDIA GPU Workstation currently. Our CLONE experiments below are all performed on the Intel FRDs (isomorphic), and we focus on the performance changes of CLONE inference as the number of edge nodes increases.

### D. CLONE_inference Framework

CLONE_inference aims to give a simple yet powerful solution to capture the multi-camera trajectories. For a specific target, we term a set of the historical appearance descriptors and the corresponding ID as a tracker. Since the Parameter EdgeServer is responsible for storing, updating, and deleting trackers, we describe CLONE_inference from the three aspects as follows.

**1) Store Trackers:**

- **Fig. 12 shows the detailed framework of CLONE_inference for the use case of multi-target multi-camera tracking (MTMCT).** Each edge node (camera) first detects targets, assigns unique IDs, and computes the associated appearance descriptors within each frame via the local algorithms. The appearance descriptor is a 128-dimensional feature obtained through a state-of-the-art neural network which is illustrated in Section IV-C. Due to the internal complexity and nonlinear structure of the neural network, the appearance descriptor is irreversible to the target’s original images that could potentially be mishandled. When an edge node (camera) finishes the computation of all targets’ appearance descriptors for a frame, it will push the current descriptors and associated IDs to the Parameter EdgeServer immediately. The Parameter EdgeServer stores the appearance descriptors from all edge nodes (cameras). After all edge nodes finish the pushing process for a frame at the same timestamp, they will pull trackers from the Parameter EdgeServer (this step is based on the requirement of processing videos frame-by-frame, so all edge nodes are strictly synchronized, and we discussed the limitations and improvements of this step in Section IV-G). Next, the local algorithm of edge nodes quantifies the appearance association between the newly detected targets with trackers. The above steps will be repeated as necessary to keep tracking. Section IV-C will provide a detailed description of the algorithm used to quantify the appearance association.
2) **Update Trackers**: In this framework, the Parameter EdgeServer only stores up to a hundred latest appearance descriptors for a unique ID, *i.e.*, the maximum number of the historical appearance descriptors contained in a tracker is 100. This is because we only need to focus on the latest appearance descriptors to keep tracking a target. Besides, storing the latest descriptors is able to control the storage and computation at a suitable intensity. An example of updating trackers is shown in Fig. 13. As to a newly detected target on an edge node, assume the associated ID has been already stored on the Parameter EdgeServer, if the length of the corresponding tracker is less than 100 (such as target 1,2,5,6 in Fig. 13), then this new appearance descriptor will be added to the related tracker. Otherwise, the latest 100 appearance descriptors will replace the previously stored descriptors. When there is no corresponding ID stored on the Parameter EdgeServer, this appearance descriptor will be assigned a new ID to create a new tracker (such as target 7 in Fig. 13).

3) **Delete Trackers**: Tracked targets do not always stay in the surveillance area. Therefore, in this work, the Parameter EdgeServer is also responsible to free up storage space by deleting the unmatched trackers that have not been associated with detected targets in the last consecutive 30 frames. An example of deleting trackers is also shown in Fig. 13.

**E. Implementation of CLONE**

1) **Experiment Goals**: The goal of this subsection is to figure out the impact of different numbers of edge nodes on the performance of the CLONE inference. In this use case, we do not consider the influence of heterogeneous edge devices. The main reason is that we want to process the video stream in real-time, which requires all edge nodes to process the video roughly synchronously, so the time that each edge node waits for each other could be reasonably controlled. For the heterogeneous edge devices, we discuss the possible solutions to solve the MTMCT problem in Section IV-G.

2) **Experiment Setup**: Based on the description of the multi-target tracking algorithm (presented in Section IV-C1) and the framework description of CLONE inference (illustrated in Section IV-D), we assemble a processing pipeline of CLONE inference to solve the MTMCT problem shown in Fig. 14. In Fig. 14, the yellow area indicates the CLONE inference setting on the case study of MTMCT, and the rest area of Fig. 14 presents how to track multiple targets.

Although the Deep SORT algorithm extracts not only appearance descriptors but also motion descriptors, the participating edge nodes just need to transmit appearance descriptors to the Parameter EdgeServer. The reasons as follows. The motion information of the same target captured by different cameras is inevitably different. For a particular camera, the motion descriptors obtained locally only assist its camera to track the target. Therefore, transmitting motion information does not help the collaborative working of the various cameras, which is why we do not consider the transmission of motion descriptors in CLONE inference.

3) **Experimental Results**:

**Tracker Output**: The qualitative result of CLONE inference is shown in Fig. 15. Fig. 15 presents two examples of multi-camera results from our trackers on the grocery store video dataset with the same time point. The two customers with id 117 and id 118 in Fig. 15 are simultaneously tracked in two different camera videos. The same customer is assigned with the same id on both edge nodes (cameras), which is exactly the purpose of CLONE inference.

**Throughput**: To show the impact of the different numbers of participating edge nodes on the performance of CLONE inference, we conduct experiments on four experi-

---

![Fig. 14. An illustration of our pipeline for the multi-target multi-camera tracking in CLONE.](image-url)
mental groups, which consist of 2, 3, 5, and 8 Intel FRDs respectively. Fig. 16 shows the throughput at the Parameter EdgeServer for these four groups when 2, 3, 5, and 8 edge nodes are working at the same time. The Parameter EdgeServer receives parameters during the push process and sends parameters during the pull process.

F. Comparison between CLONE\_inference and ALONE

In this subsection, we present the experimental results of CLONE\_inference (four experimental groups) with ALONE in terms of accuracy and FPS.

As to ALONE, the accuracy is around 63.7%, and for the CLONE, its accuracy achieves 56.4% on average. We also observed that with the increasing number of edge nodes, the accuracy of CLONE\_training will decrease.

![Fig. 17. The Average FPS on a single edge node for ALONE and the four CLONE\_inference groups.](image)

Fig. 17 shows the average value of FPS on a single edge node for ALONE (the number of edge nodes is one) and the four CLONE\_inference groups, which consists of 2, 3, 5, and 8 participating edge nodes respectively. It can be seen that when there are more edge nodes working together, the average FPS on an edge node will decrease, which is in line with our expectation. The increasing number of the participating edge nodes leads to the increasing number of frames that need to be processed at the same time, which in turn leads to an increasing amount of appearance descriptors’ transmission. Therefore, FPS will decrease when there are more edge nodes participate in the CLONE\_inference. But we can also see in Fig. 17 that FPS is not decreasing dramatically. We may adopt more efficient neural networks and figure out more suitable parameters for CLONE\_inference to control the reasonable value of FPS when there are more edge nodes working together.

G. Discussion

In this case study, we focus on the isomorphic edge devices for CLONE\_inference to make sure the video streams of different cameras could be processed roughly synchronously. Employing isomorphic edge nodes is able to guarantee to some extent that the speed at which they process video streams is not much different, which is capable of reasonably controlling the time that each edge node waits for each other. Consequently, the latency could be controlled. However, in the real application scenarios, always adopting isomorphic edge devices is not easy or even unrealistic. The first solution is to make the edge device that processes video data faster “wait” for slower devices, but this solution inevitably influences the efficiency of CLONE\_inference. The second solution is to let...
the edge device that processes the video data slower to "chase" faster one, i.e., skipping unprocessed frames to catch up with the faster devices. The disadvantage of the second solution is that the accuracy of the algorithm could be negatively affected.

Besides, in this work, we deal with the offline video data, and we claimed "after all edge nodes finish the pushing process for a frame at the same timestamp, they will pull trackers from the Parameter EdgeServer" (described in Section IV-D), to process video data frame-by-frame, making all edge nodes are strictly synchronized. Otherwise, for two edge nodes with different analyzing speed, the time gap between the timestamps of the current frames that they are processing will become larger and larger. However, in the real application scenarios, CLONE_inference could be employed to analyze live video. In this case, each edge node extracts the frame corresponding to its current time, and the edge node with slower processing speed will automatically skip some frames so that the video frames processed by each edge node are roughly synchronized.

V. RELATED WORK

Recently, machine learning algorithms have been widely deployed across a variety of domains, but it is difficult to deploy neural networks on edge devices with limited computation and storage resources. In this context, model compression technologies (such as parameter pruning [77], [78], low-rank approximation [79], [80], and knowledge transfer [81], [82]) as well as lightweight machine learning algorithms (such as MobileNets [83], Xception [84], and SqueezeNet [85]) have not been guaranteed to solve the problem completely when the training data and machine learning models are particularly large. Another popular choice to address this limitations is employing distributed data flow systems such as MapReduce [86], Spark [87], Naiad [88], and XGBoost [89]. They are able to robustly scale with the increasing dataset size, but when training complex neural network tasks, the data flow systems fail to scale as they are inefficient at executing iterative workloads [90], [91].

This restriction sparked the development of distributed machine learning (DML) algorithms [92], [93], [94], [95], [96], [97] to aid the implementation of complex iterative neural networks. Later on, federated learning (FL), a novel DML, was initially proposed by Google researchers [55], which is perfect to train models in a collaborative manner while preserving the privacy of sensitive data. Google describes the approach of FL in four simple steps—nodes download the current model from the server and start training based on local data. Then, each node computes an updated model and sends the updates to the server. Next, the server aggregates these updates. After that, the server sends a federated model to nodes (repeat as necessary) [98], [99], [100], [55], [101].

The main difference between the conventional DML and FL is that FL using decentralized data residing on the end devices (edge computing environment), while conventional DML is employed in the data center environment [102]. In data centers, worker nodes fetch the data from the shared storage at the beginning of the training process. Hence, the data samples obtained by different nodes are usually independent and identically distributed (i.i.d.). However, in FL, the data is collected at edges directly and stored persistently; thus, the data distribution at different edge nodes is usually non-i.i.d.

Our work is inspired by FL, but there are four main differences between the conventional FL and CLONE. Simply speaking, conventional FL synchronously aggregates the parameters during the training process to learn a communal model. While CLONE could be employed in the training phase and inference phase, so the tasks of the Parameter EdgeServer include but not limited to aggregate parameters. Table VI summarizes the main differences. Traditional FL only uses the boosting technique to optimize the distributed isomorphic model, while CLONE generates different architecture models for different scenarios.

**TABLE VI**

**DIFFERENCES BETWEEN CONVENTIONAL FL AND CLONE.**

<table>
<thead>
<tr>
<th>Application Scenarios</th>
<th>Conventional FL</th>
<th>CLONE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter Transmission</strong></td>
<td>Synchronous.</td>
<td>Asynchronous / Synchronous.</td>
</tr>
<tr>
<td><strong>Personalization</strong></td>
<td>No personalization.</td>
<td>Personalized model.</td>
</tr>
<tr>
<td><strong>Tasks of Parameter EdgeServers</strong></td>
<td>Aggregating parameters.</td>
<td>Including but not limited to aggregate parameters.</td>
</tr>
</tbody>
</table>

**TABLE VII**

**ADVANTAGES OF CLONE.**

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Description</th>
<th>Outperform</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User Personalization</strong></td>
<td>Each edge node trains a model locally based on its private data; local model will be updated according to the dynamic changes of the local dataset.</td>
<td>DML, FL, Cloud-only method.</td>
</tr>
<tr>
<td><strong>Privacy Preserving</strong></td>
<td>The training data could be always kept in its original source.</td>
<td>DML, Cloud-only method.</td>
</tr>
<tr>
<td><strong>Latency Reduction</strong></td>
<td>Analyze data on board; edge nodes just need to push parameters to the Parameter EdgeServer instead of amounts of data.</td>
<td>DML, Cloud-only method, Cloud-edge method.</td>
</tr>
<tr>
<td><strong>Security Protection</strong></td>
<td>Reduce security risks by limiting the attack surface to only the edges, instead of the edges and the cloud.</td>
<td>Cloud-only method, Cloud-edge method.</td>
</tr>
<tr>
<td><strong>Offline Working</strong></td>
<td>Since the models are present on the edges, the local model work even when there is no internet connection available.</td>
<td>Cloud-only method, Cloud-edge method.</td>
</tr>
</tbody>
</table>

At the same time, with the prevalence of DML, cloud-only approaches [8], [9], [10] and cloud-edge methodologies [103], [12], [13], [102] have been proposed to tackle the challenges of analyzing big data in the real-time fashion, which need to upload a portion of raw data to cloud. Different from these approaches, we just focus on collaborative learning on only the edge side, and CLONE has three main strengths: (i) reduce power consumption by eliminating the use of central data centers, (ii) speed up the analysis tasks as it always analyzes real-time data on-board and just need to communicate with the parameter edge about the current parameters [104], [22], and (iii) CLONE is capable to reduce security risk by limiting the attack surface to only the edges. As a summary,
the advantages of CLONE compared with the conventional DML, FL, cloud-only approaches, and cloud-edge methods are shown in Table VII.

VI. CONCLUSION AND FUTURE WORK

Conclusion Remarks: In this paper, we proposed a collaborative learning framework on the edges (CLONE), including CLONE\textsubscript{training} and CLONE\textsubscript{inference}. It demonstrated the effectiveness of privacy serving and latency reduction. For CLONE\textsubscript{training}, we chose the failure prediction of EV battery and associated components as our first case study, and the corresponding experimental results showed that CLONE\textsubscript{training} could reduce model training time without sacrificing algorithm performance. Besides, we found that adding driver behavior metrics could improve the prediction accuracy for the EV failure prediction. As to CLONE\textsubscript{inference}, customer tracking in a grocery store was selected as the second case study. We presented a detailed description of how the CLONE\textsubscript{inference} solution could be employed to solve the multi-target multi-camera tracking problem.

Possible Improvements: There are some possible improvements for CLONE. We list three of them for the discussion. (i) Bandwidth demand: as the increasing number of edge nodes or the participation of larger neural networks, the communication of CLONE may be limited by bandwidth. In this context, we could leverage the Parameter EdgeServer group. In the group, Parameter EdgeServers communicate with each other. Each Parameter EdgeServer is only responsible for a portion of parameters, and they work together to maintain globally shared parameters and their updates. (ii) Aggregation protocol: it is essential to find a suitable aggregation rule for the Parameter EdgeServer to aggregate parameters, which requires excessive experiments based on the specific experimental conditions. (iii) Push/pull latency: as to CLONE\textsubscript{training}, pushing parameters to the Parameter EdgeServer is usually much slower than pulling parameters. As to CLONE\textsubscript{inference}, the case is different. It is essential to investigate methods to reduce push/pull latency (possible solutions include structured updates and sketched updates [55]).

Potential Use Cases: In this work, we choose two case studies, i.e., failure prediction of EV battery and related components as well as the customer tracking in a grocery store to show how CLONE solution could be employed in the training stage and the inference stage. There are a variety of other meaningful use cases that CLONE could help, particularly for two types of scenarios: (i) real-time applications that require developing suitable machine learning algorithms on the edges, and (ii) due to the privacy or/and the large network bandwidth constraints, the training dataset cannot be moved away from its source.
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